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The International Young Physicists’ Tournament has always been a meeting place for discoveries, creativity, and vibrant ideas. This book touches on the highlights of the projects that were prepared for the IYPTs 2010 and 2011.

It is not for the first time that some of the bright IYPT projects have been selected to and published in a stand-alone international proceedings book. Such books have been previously published in 1998, 2005, and 2006. In a next step, we are building further on what has made the IYPT proceedings successful: nearness and openness of the pre-university research reflecting the spirit and the level of the present day IYPTs.

For the first time we have implemented a full-scale professional review of all submissions to select the best and to rigorously check and improve those that are selected.

We opened our formal public call for papers on August 29, 2011. 36 manuscripts from 9 nations have been attracted, most of them in the short time interval before the final deadline of November 24.

The social dynamics of the submissions, quite typical for such projects as conference proceedings, is illustrated by Figure 1.

The information hub for the project was set within the IYPT Archive: http://archive.iypt.org/iypt_book. Here all submissions were indexed and all further details and status updates were collected. The original reviews, authors’ letters to the reviewers, and online supplementary materials stay indexed online at this webpage.
We set a standard of 2 or 3 reviews per each submission, and the authors had to address and resolve the reviewers' concerns and revise the manuscripts before any further action or decision was taken.

The key aim of the review was to ensure that the manuscripts were appropriately scoped, written clearly, did not contain any visible mistakes or misconceptions, and stayed at a good level of depth and originality.

We focused on checking the consistency of results and conclusions. As a guideline, we assumed that the articles in the book should be usable by the intended audience (future participants, teachers, researchers in physics education, and people outside of the IYPT.)

We equally believed that each paper must present only independent experimental and theoretical results. All ideas or approaches that were not of own work, were requested to be referenced rigorously, without exception.

The written reviews took form of corrections or suggestions for students, questions, commentaries, evaluations, and recommendations.

Many reviewers requested re-writing or clarifying some parts of the text, questioned the conclusions and the data interpretation, and signaled issues that the authors should have promptly resolved.

Not all of the manuscripts passed through the reviewing stage, and we had 3 manuscripts rejected and 4 more manuscripts rejected but invited for possible re-submission.

The reviewing team comprised 25 reviewers from 12 nations. The total number of the first stage reviews was 91.

The performance of reviewers and authors, but also are own operational performance, may be illustrated by the distribution of waiting times to collect feedback and corrections (Figure 2.)

![Figure 2. The histogram shows the distribution of waiting times to collect feedback from the reviewers and corrected manuscripts from the authors. In average, it was taking 27±14 days to collect a necessary and sufficient package of 2 or 3 reviews and deliver a decision. In a next step, it was taking 12±10 days to receive a revised manuscript. Note that Gaussian fits are only rough approximations of the data, where a peak of immediate revisions is for example seen](image)

After collecting all revisions, re-submissions, and extra 7 reviews, the following final decision was delivered by January 17, 2012: 32 manuscripts selected and accepted, with the yeilded acceptance ratio of 89% (Figure 3.)
We offer a special thanks to authors who demonstrated a deep interest, self-determined motivation, and attention to detail as their papers underwent reviewing. When looking through their feedback and informal commentaries, we may sum up that the review was a successful learning experience for each and every author. They learned to revise own narrative and data representation; satisfy the necessary standards of style, clarity and consistency; respond point by point to several pages of critical remarks; and meet tight deadlines. We extend our deep and sincere gratitude to the reviewing community who handled their difficult and important mission with utmost speed and professionalism. This book could not have become a reality without a commitment of Dr Dina Izadi who initiated the idea to publish the proceedings, and provided a warm and productive setting for the preparatory efforts. We hope that the book will bring back good remembrances of these two IYPTs, and serve as a helpful asset to promote the IYPT to a broader readership. With grateful thanks for the pleasure of cooperating on the project.

Ilya Martchenko
IYPT Archive
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History and administration

In this paper a team competition called the International Young Physicists’ Tournament (IYPT) will be described, in particular with respect to the skills one hopes to develop among participating students. The history of IYPT dates back to 1988 but in the beginning the event was always organized inside the Soviet Union or, from 1992, in Russia. However, already from the year 1979 there was a precursor organized at Moscow State University for secondary school students from the Moscow region. In 1994, for the first time, it was arranged in a different country, namely The Netherlands. Since then sixteen countries have organized IYPT with a fluctuating number of countries participating. In 2004, for the 17th IYPT, Brisbane, Australia, was the host for 26 teams from 24 countries, representing six continents; in 2005 Winterthur, Switzerland, in 2006 Bratislava, Slovakia, in 2007 Seoul, Korea, in 2008 Trogir, Croatia, in 2009 Tian Jin, China, and in 2010, Vienna, Austria hosted the IYPT event. Austria became the first country to arrange an IYPT event for the second time.

The details of the competition structure are strictly prescribed in Regulations, whereas the organization itself is ruled by Statutes, adopted in June 2004. The governing body is an International Organizing Committee (IOC) which meets at least once annually, during an IYPT event. The event itself is arranged by a Local Organizing Committee (LOC). Between IOC meetings an Executive Committee handles the issues as decided by IOC. It consists of eight members: President, Secretary General, Treasurer, two members elected by the IOC and the three LOC chairpersons from “last year, this year and next year”. The fiscal year of IYPT runs from November 1 to October 31.

IYPT structure

The structure of the competition has been developed through the years from the start, but the changes introduced have normally been slight. In each of the five qualifying rounds, called Physics Fights, three, or sometimes four, teams meet and present their solutions to one of the 17 problems on the list. A team consists of five members, representing one country. However, up to the year 2007 the host country could have two teams participating. As a remnant from history the Russian language was allowed in the discussion; today everything is conducted in English.

Which problem a certain team has to tackle is decided by a so called challenge from one of the other teams present in the qualifying round. There are three roles possible in a round: reporter, opponent and reviewer. The opponent challenges the reporter for one of the problems. The reporter can refuse to accept the challenge, but after a total of three refusals during the five rounds the grading of the jury will be lowered. After the report of the solution the opponent will scrutinize the solution and point out merits as well as possible weaknesses. The reviewer comments both the solution of the reporter and the remarks of the opponent. All items on the agenda are strictly
timed. The report, for instance, can take no more than 12 minutes, whereas the opposition and the following discussion with the reporting team are allowed a maximum of 15 minutes.

After this first part of a particular qualifying round the roles are changed, and at the end of a full round all teams have had each of the three roles. If four teams are present the members of the fourth are called observers, and they remain passive. Also this role is adopted by each of the four teams in turn.

The performance of the teams is graded by an international jury, composed of normally 5 to 8 members who are either independent or connected to a team not participating in that particular round. In most cases jury members come from different countries and none of them comes from the same country as a participating team. The grading of the jury is recorded and forms the basis for a decision, after the five qualifying rounds, to select the best three teams who compete in the final round. The rules are different in the final in the sense that the three teams choose themselves which problem they want to handle. The choice is made according to the ranking after the first five rounds, the team with the highest ranking chooses first, etc.

IYPT problems, selection and examples

The 17 problems to be solved by participating teams are decided by IOC on suggestions from an international group of physicists, consisting of both school teachers and researchers from various institutions, mostly universities. They are nowadays published on the Internet, typically ten months before the competition takes place. The IOC normally has well over 100 problems to choose from. Care is taken to spread the problems over as many subfields of physics as possible. Additional criteria involve the need for problems which require some experimental research and which are by their nature “open”, i.e., they should not have a unique solution but rather be possible to handle from different aspects and thus to give alternative solutions. Physics subfields which are quite frequent among the selected problems are mechanics, electricity/magnetism and optics. In these cases it is relatively easy for the students to find equipment, to construct models and develop strategies for discussing their solutions.

However, it has been shown difficult to list problems from certain areas like “modern” physics. Partly this is due to the assumption that many school curricula do not include this subfield, partly also to restrictions in handling radioactive substances, for instance. In general it could be added that the selected problems often favour schools with modern laboratory equipment. However, in judging the presented solutions the jury can take into account the ingenuity and creativity of the participants and thus compensate for the lack of equipment.

Some examples of problems will be given below, in order to show the character of typical IYPT problems.

The city of Odessa in Ukraine hosted the 15th IYPT in 2002. In that event the following problem was chosen in the final by the winning Polish team:

Spinning ball

A steel ball of diameter 2-3 cm is put on a horizontal plate. Invent and construct a device, which allows you to spin the ball at high angular velocity around a vertical axis. The device should have no mechanical contact with the ball.

In 2003 IYPT was organized in Uppsala, Sweden. The winning German team had chosen the following problem:
Heat engine

Construct a heat engine from a U-tube partially filled with water (or another liquid), where one arm of the tube is connected to a heated gas reservoir by a length of tubing, and the other arm is left open. Subsequently bringing the liquid out of equilibrium may cause it to oscillate. On what does the frequency of the oscillation depend? Determine the pV diagram of the working gas.

The following problem was given in Brisbane in 2004:

Didgeridoo

The ‘didgeridoo’ is a simple wind instrument traditionally made by the Australian aborigines from a hollowed-out log. It is, however, a remarkable instrument because of the wide variety of timbres that it produces. Investigate the nature of the sounds that can be produced and how they are formed.

It was chosen by the Polish team in the final and the solution presented live performances as well as theoretical descriptions of how the sound was produced. The solution of this problem made the Polish team winners. The winning Croatian team in Bratislava in 2006 chose a problem with the following wording:

Electrostatics

Propose and make a device for measuring the charge density on a plastic ruler after it has been rubbed with a cloth.

A final example is taken from Vienna in 2010. There the winning team from Singapore had chosen the following problem:

Magnetic spring

Two magnets are arranged on top of each other such that one of them is fixed and the other one can move vertically. Investigate oscillations of the magnet.

What skills are developed?

For participants in the IYPT competition it is evident that certain skills are needed for success. Some of these are essential also for success later in life, especially if a student chooses to continue to a career in physics research or in teaching.

In the preparation for the competition some experimental research as well as a study of the theoretical basis for a solution to the problem are needed. This work would normally be done in a team, sometimes inside the team that appears in the competition. In addition, search in the literature is normally performed, and the participants have the liberty to quote suggestions from elsewhere, also from teachers or professional researchers. Already it is clear that to be prepared for the event itself the following skills have to be developed:

*Experimental research,*

*Theoretical study,*
Correct references to other results quoted, and Team work.

The reports are given in English and the time assigned is quite limited. For the vast majority of teams English is a foreign language; some years back no team in fact had English as their mother tongue. It is thus essential to learn to present a solution in a clear, convincing and logical way and to be disciplined regarding the time to be used. In addition, the use of modern visual means of presenting a report becomes increasingly important for the outcome. The corresponding skills would be:

To present as clearly as possible the solution suggested, Using modern means of communication, and To plan the report within the time given.

In the discussion periods, between opponent and reporter as well as when the reviewer makes comments, great emphasis has traditionally been put on the way possible criticism is formulated. Unnecessarily aggressive behaviour will be punished by the jury. Remarks like “Obviously you have not understood the physics behind your reported solution” do not open for an efficient discussion and must be excluded. Adding the fact that an IYPT event, when hundreds of young students from all over the world meet and associate for a week, calls for some behavioural attitudes, one might add to the list the need for and development of Social skills in a broad sense.

The selection of national teams

Just as is the case for the better known International Physics Olympiad different countries have adopted quite different strategies for selecting their national teams. Quite a few organize their own national qualifying competitions in order to find the best team for representing their country. In some cases the selected students are also invited to prepare for their performance in IYPT at a university. Other countries depend on a few enthusiastic physics teachers who trim and encourage pupils from their own classes.

The school curricula in different countries also differ substantially, making it more or less difficult to fit in the rather extensive preparation needed for students of the final year in upper secondary schools.

It is clear that if only the resulting ranking would be important for participating teams such different preparation possibilities could appear unjust. However, like in most other instances it is only fair that those who have the best preparation also reach the best ranking. In addition there are certainly many other positive features of participating which compensate for a less successful ranking.

Since in many countries girl students show less interest in physics than boys it is encouraging that a considerable number of girls do participate in IYPT. Recent years have even seen teams of only girls among the competitors, once from Poland and once from Australia. It is possible that the cross-disciplinary nature of some of the problems is a contributing cause.

The future of IYPT
After a period of difficulties to find willing hosts for the next IYPT events the situation is now encouraging in the sense that we seem to have a “line” of candidates for the next few years. In 2011 Iran will be the host and the Czech Republic is already committed for 2012.

An international organization, the World Federation of Physics Competitions (WFPC) was recently set up. It held its fourth Congress in Baske Ostarije, Croatia, in July 2010. In the first issue of Vol. 12, their journal Physics Competitions gives a full account of the agenda of this meeting. Both national and international competitions are presented. In previous issues of their journal the impact of events like IYPT on the physics curriculum is discussed by experienced teachers who have also been organizers of different competitions.

In closing I should like to express my gratitude to the IYPT organizers and participants for providing an outstanding platform for social and professional contacts. In particular my period of presidency between 1998 and 2008 will be vividly remembered as a source of constant encouragement in the mission of transferring to colleagues and young people the enthusiasm for the cause of physics education in its broad sense.

I should like to thank A. Nadolny, former Secretary General of IYPT, for providing important details, especially concerning the history of IYPT.
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Abstract

The researches on the role of laboratory in teaching/learning physics point out the validity and opportunity of introducing the use of on-line measurements in didactic laboratories also at low level (12-16 years old). It emerges the need for systems easy to be carried out with cheap materials, directly connected to the computer via USB, so that requires brief time of setting up and few knowledge of electronics, for a good use and eventual modifications. In this prospective on-line measurements with sensors are thought as a first extension of senses in a laboratory that aims to a study of phenomena to reach a formalization based on an interpretative examination of experimental analysis. In this perspective a cluster of very simple tools consisting on sensor connected via USB to computer was created to perform specific measurements: temperature in time with 4 probes; light intensity vs space displacement; resistivity vs. temperature for metal, semiconductor and superconductor. The technical characteristics of the tools and examples of measurements that can be carried out are here presented, referring to previous papers for students learning and experimentations in school.

1. Value of using on-line sensors in didactic laboratory


- Our everyday life is full of computerized objects and it is important, on social level, to prepare young students to this continue evolution, with information, adequate experiences, methodologies and critical instruments to understand and use such apparatuses. (Swan, Miltrani 1998; Riel 1998)
- In research laboratories computers manage data and are integral part of the investigation. Soon-line experiments may allow students to understand contents and methods characterizing physics.
- On practical level, on-line experiments offer efficiency, time-saving, reliability, precision, reproducibility of data, all with quite cheap instruments. Moreover they allow an immediate and direct contact with the phenomenon, advancing a laboratory open to the personal construction of ideas and new occasion of learning, thanks to the following potentialities (see also Giugliarelli et al 1994)
- Extension of the possibility of
  - observation of events too much quick or slow as regards manual measures
  - measures in rather inaccessible places
  - collecting data easily, favoring in this way the comparison of diagrams and graphs, the search of characteristics and boundary/ initial conditions, various considerations about the analyzed system (e.g. energetic)
  - study of nonlinear processes, like the transitory in several types of phenomena, thanks to the quick data acquisition (not possible in traditional laboratory, where measures regard the variation of quantities in initial and final
equilibrium states). This allows familiarity with experimental situations and theoretical closely examination based on experimental evidence (see also Hirata 1986 and Mascellani et al 1989).

These possibilities make the experimentation in school closer to the reality and, thus, more interesting and stimulating, so that phenomena may be analyzed in their completeness and interpretative models easily understood.

- Improving quality of the measurement, its reliability and sensitivity that allows both advanced and base experiments, these latter in several deeper ways, to encounter the interests of students, so that the laboratory becomes culturally stimulating.

- Time-saving (collecting quickly data on-line) and good reproducibility, that favors the conceptualization and the focusing of the attention on data, on planning and manual aspects (choosing the experiment and its assembly), on physical problems, on the description of the characteristics of phenomena, on the comparison between different experimental situations.

- Collecting many data, that limits the introduction of hypothesis and allows the use of statistical methods

- Attention to conceptual aspects of procedure of measurement: setting and calibration of the system, choice of the measure interval, sensitivity, resolution, time of data acquisition.

- Real time graphs of time depending (or not) phenomena, whose understanding (of role and meaning) may help in overcoming some cognitive problems (e.g. lacking in capability of execution and use of graphs) thanks to the following potentialities:
  - Visual impact favors the analysis of the phenomenon
  - the possibility to follow, in real time, the evolution of the phenomenon and/or the characteristics of collected data stimulates the search of interpretations, common discussion, the comparison of ideas, analysis and selection of meaningful parts, the determination of questions and problems to test.
  - in explorative activities, in which student compares sensorial information with signals collected by the sensors, the graph favors the rationalization of sensations and the nucleation of interpretative hypothesis.
  - collecting several graphs for each event makes graph a familiar representative tool (see also Thornton, Sokoloff et 1999, 2004).

- Developing of planning capability, comparison between data collected in different times and conditions, comparison between phenomena describable through similar formal relations. (see also Lunetta, Hofstein, 2004)

- Applications in system of control that allow to understand the concepts of feedback, stability, non-linearity, and to develop plans for automation.

- Possibility of integration with other software: a) of calculus, for data processing, b) of simulation, for the comparison with the theory, c) of modelling, for a process of interpretation that starts from the hypothesis of the students. The software is a set of tools for data processing. It has to be open, flexible, and multifunctional and it represents a powerful tool to analyze conceptual meaning of data, to develop analytic thought, investigative interest, intuition and theoretical thought.

It is clear that on-line experimentation cannot and mustn’t be the only way to carry out a laboratory activity. But a correct management of the activity avoids the reduction of active participation of the students and capability of analysis of the experiment. It may stimulate a deeper study of treated argument: in fact it often happens that the graphs given by computer suggest other graphs. (Van den Berg E. et al. 2007).

2. Sensors as proposals of extension of senses

Thinking to the validity and opportunity of introducing the use of on-line measurements in didactical laboratories also at low level (12-16 years old), It emerges the need for systems
easy to be carried out with cheap materials, directly connected to the computer via USB, so that requires brief time of setting up and few knowledge of electronics, for a good use and eventual modifications.

In this prospective on-line measurements with sensors are thought as a first extension of senses in a laboratory that aims to a study of phenomena to reach a formalization based on an interpretative examination of experimental analysis.

A continue and active intervention of the user is required, both for the choice of the parts to utilize and for the way to utilize them. Moreover, several activities are possible: common or in group phenomenological exploration, experimentation to individuate relations between variables, measure of physical quantities, proof of theoretical hypothesis, experimental examination of phenomena. The user has to plan the way to carry out the experiment too, so that planning and manipulative aspects, the analysis and the interpretation of data, are choices in an experimental activity in which each one may organize the construction of his knowledge.

The hardware is simply made of sensors, connected directly to the computer via USB. The software usually offers several options for each phase and the user may choose the procedure (e.g. setting up, calibration, measure, management of files) and assign few operations and parameters (e.g. sampling interval, number of sensors to use, variables and scale for real-time graphs). Here we present three examples of hw-sw systems on thermal, optical and electrical phenomena. (Michelini, Pighin 2005; Michelini 2005).

3. Real-time Temperature vs Time measurement with Termocrono

Termocrono is a system based on on-line sensors to make four contemporary real-time measures of temperature that allows to follow thermodynamic processes, that is the evolution of a previous system named Termografo. (Mazzega, Michelini 1990, 1996) The connection to the computer is via USB. The system consists of a hardware and a software part. The hardware has a circuit for data acquisition and analogical-digital conversion. The temperature measure is based on the measurement of the inverse saturation current of germanium inversely polarized diodes. The conversion is of current-time type to utilize the precision of quartz oscillator of computer to do the measure. With the same supply of computer and though each diode acapacitor is charged, at ends of which a tension comparator is inserted, with predefined minimum and maximum values of intervention. A monostable vibrator generates a square wave that starts when that minimum value is detected, and ends when that maximum value is measured. So the duration of the square wave depends on the time (t) of charge of each capacitor, that depends on dynamic resistance R of the diode (t=RC), that depends on the temperature of germanium diodes, in which the saturation inverse current is a constant strongly dependent by the temperature. The duration of square wave is measured, utilizing a quartz oscillator (16 MHz). With the frequency counting set off by the oscillator you detect the number of impulse generated in the period of activation of the square wave, so that the temperature measure depends on the number of generated impulses. The utilized impulses meter is at 32 bit, with a time-out value at 22nd bit (4.194.303 counting): above that value the sensor is supposed bad working. An interface card, implemented with a microcontroller PIC 18F252 by Microchip Technology, is used to read in the same time the four counting of the four independent sensors. The counting is sent to the computer via USB connection, realized using a decoding module FT245BM. (Gervasio, Michelini 2006)
In fig 1, the Termocrono is connected to the Laptop via USB port. The black box (cm 9 x cm 4 x cm 1.5) contains the circuit for signals acquisition and analogic-digital conversion of data acquired by Termocrono. The temperature diode-sensors are connected to four bipolar cables (2m) that are connected to the box through only one connector. The four sensors may be used independently too.

Fig 2 shows the user interface: It is possible to visualize at the same time the graph and the data of one or all the sensors. Graphic scale may be at dynamic or fixed optimization. A specific function of the system allows the calibration using the comparison with another thermometer in a minimum of 2 and a maximum of 15 thermal equilibrium states. The values of temperature are determined by the system through a fitting between the calibration points, utilizing the function of transfer of the system.

The measure interval is [-10°C, +100°C], the sensibility is 0.1°C, the measure accuracy is ±0.3 °C. Each group of sensors requires calibration before using. The calibration is stable for the same hardware group. The function “Real Time Plot” of the program activates the measure. Data acquisition consists of a measure per second and a real-time graph that evolves in time.

Graphs and tables may be saved in archives, so that they may be recalled for examination and/or printing. Recording format of tables of data is directly compatible with any calculus sheet. The system may be used with any computer via USB connection.

**Fig. 1** To the left: The Termocrono interfaced via USB to the computer. To the right, the circuit for signals acquisition and analogic-digital conversion of data acquired by Termocrono.

**Fig. 2.** User interface of the software of the system Termocrono

### 3.1. Examples of measures

Termocrono is proposed as extension of senses for experimental explorations at low school level,
thanks to its simplicity and flexibility [Michelini e Stefanel, 2004; Michelini e Pighin, 2005; Binda et al 2005; Michelini, Santi, Stefanel 2010].

Thanks to the sensibility, accuracy and quick data acquisition, it allows experimental study of states of thermodynamic transformations. So it allows the study of transitory states too, as impulses and thermal waves, possible with difficulty with other systems in didactic laboratories [Mazzega, Michelini 1990, 1996a,b; Girardini et al 1991]. Here some examples of measures are presented, relevant for different aspects, to understand the meaning of measure of temperature and the zero principle of thermodynamic.

A) Two sensors are on a table; a student takes in his hands a sensor first, then both and at the end puts one sensor on the table again.

This experience makes students aware that:
- the table and the hands are two systems with different constant temperature
- during the transitory the sensors measure their own temperature
- only when sensor and system are in thermal equilibrium the given information about the temperature regards the system
- the different length of the phases of warming and cooling of sensors is caused by the different efficiency of the systems during thermal interaction.

B) In Fig. 3 the evolution in time of the temperature of two masses of water (m1 = 300 g at T1 = 10.2°C and m2 = 150 g at T = 49.8°C) is shown. The system is so set: the box with the mass m2 is putted inside the other. The two systems evolve towards a common equilibrium temperature, weighted average over the masses (Fourier law of thermal equilibrium). Resulting equilibrium temperature is 24.1°C and allow the calculation the mass 11.9 g, as equivalent in water of the box.

C) The sensors are covered with sheets of different materials and are at home temperature on a table; a student takes sensors in his hands, waits thermal equilibrium, then put sensors on the table again. This experience makes students aware that the sensors reach the same temperature but indifferent time intervals, dependent on materials, and introduces the idea of thermal conductivity.
D) Fig. 4 shows data obtained when the four sensors are covered with different masses of aluminum (0, 2, 4 and 10g) and putted in a big mass of warmer water (isothermic). The dependence of the time to reach equilibrium on the mass of aluminum allows to understand the meaning of time of response of a system and to calculate it. It is possible to study the exponential law to reach equilibrium.

4. A simple system for diffraction experiments: Lucegrafo

Here are presented the hardware and the software characteristics of a simple home-made system for on-line data acquisition of light intensity according to its position (Gervasio, Michelini 2010a). Hardware: The equipment is elementary: a commercial linear cursor potentiometer, a phototransistor, an assembly box, USB cable.

Fig 5 shows that the phototransistor is inserted in a housing made an aluminum block solid with the cursor of the potentiometer, so that the optic signal is correlated with the position by means of the resistance of the potentiometer. A small rectangular screen (12 cm x 2 cm), solid with to the opticsensor support, has the function of allowing overall qualitative observation of the distribution of light intensity. At the center of the screen there is a hole (section area 1 mm²) functioning as adiaphragm for the optic sensor. A screw guide for fine movements of the cursor is eventually available. Both the sensors (potentiometer and phototransistor) are connected to the processor via USB. The calibration of the system is made measuring the light intensity as a function of the distance from a point-like source. The experimental dependence of the light intensity on the square of distance is both a confirm of the current transfer function assumed and the way to find the unknown parameters.

There are 3 ranges of sensibility, to acquire the 12th maximum and the central maximum, at a distance of 2 m, with a single slit of 0.1 mm and a laser with λ~650Å.

Software: During the measure the system acquires and represents on the screen, both in graphical and numerical way, couples (I,x) (intensity, position), one per second, so that, moving linearly the cursor, the space distribution of light intensity for a length of 60 cm is acquired. The measure is represented in linear response: the intensity, in the graph, is represented in arbitrary units, proportional to the light intensity incident the sensor.

Here some examples of didactical activities are presented, those impossible to carry out with traditional systems without sensors in didactic laboratories, referring to previous work...

Fig 5 To the left, the Lucegrafo system mounted on a vertical support; To the right, the apparatus set up for the measurements

A) Exploration of light intensity distribution of a diffraction pattern: Qualitative inspection of the diffraction pattern on a screen, changing the distance D between the slit and the screen: the screen intercepts constant angular distribution of light intensity; in fact, the distances of minima and maxima from the central maximum increase proportionally to the distance D. The system cannot reveal in the same scale both the intensity of the central maximum and those of the nearby ones, unless the incident intensity is reduced (see Fig 6 and Fig 7). This gives the opportunity for a discussion both of the characteristics of the diffraction pattern and those of optical sensors.

B) Analysis of peak intensity. The Fraunhofer approximate law for light intensity $I_M$ of the maxima of order $M > 0$ relative to that of the central maximum $I_o$: 

$$\frac{I_M}{I_o} = \frac{4}{\pi^2 (2M + 1)^2}$$

expresses the proportionality between peak high and the inverse of the square distance from the central maximum on the screen.

In fact, by substituting the approximate relationship for the maxima position:

$$\frac{X_M - X_o}{D} = (2M + 1) \frac{\lambda}{2a},$$

this equation can be written more simply:

$$\frac{I_M}{I_o} = \left(\frac{D\lambda}{\pi a}\right)^2 \frac{1}{(X_M - X_o)^2} \text{ or } \frac{I}{\sqrt{I_M}} = \left(\frac{\pi a}{D\lambda}\right) \frac{1}{\sqrt{I_o}} (X_M - X_o).$$

Plotting $\frac{1}{\sqrt{I_M}}$ versus $(X_M - X_o)$ we obtain a straight line (Fig 8).

The central maximum intensity can be calculated from the slope of the straight line through the origin, starting from the other involved parameters.

Fig 6 Diffraction pattern with the system in the low range of sensibility
5. Resistivity vs Temperature measurement in superconductors

A USB probe for the measurement of resistivity versus temperature in metal, superconductor and semiconductor solids and a combined room temperature Hall coefficient measurement for metals and semiconductors has been developed and patented by Mario Gervasio and Marisa Michelini (Gervasio, Michelini, 2010b). The resistivity measure can be carried out in the 78-400K temperature range selecting different controlling heating rate. Current and magnetic field are parameters to selected by the user in Hall coefficient measurement. The system to measure the resistivity versus temperature has been designed so as to implement measures in a four-terminal configuration, the two external contacts are used for the injected current of 100 mA and the two internals to measure the voltage, proportional to the electrical resistance of the sample.

The software interface is designed to be user friendly, giving to the user the opportunity to set up the relevant parameters of the measurements and to have a direct vision of the real time graph during the experiments. High quality measurements give to opportunity to fit data with curves based on theoretical models.

Measurement procedure can be chosen by the user:

- thermal inertia, from the temperature of nitrogen liquid at room temperature
- ramp with continuous heating
- temperature of thermal inversion. Is chosen, via software, the gap in temperature between a measure and the next.

Each measurement is made by detecting the voltage, on the two internal contacts, first time with the injected current and then subtracting the voltage corresponding to zero current. Under these conditions it is obvious that there is no need for manual adjustment of the offset because the correct measure of the voltage will be that obtained from the difference of the two readings (measure “quasi ac”).

Electronic solution for the measurements: To perform the resistivity measurements, three hardware modules have been designed: 1. constant current source; 2. voltage measurement; 3. heater.

5.1 The system

The generating current circuit. The current value remains strictly constant during a change of resistance of the sample. This current can be varied from 1 to 150 mA through VREF1 tension generated by software. A constant fixed current value is obtained by producing a constant reference tension with a Zehner diode in a circuit where two
operational amplifier are located to provide to the tension measurement on the sample (between the two internal point contacts) for the resistivity measure (milliohm). The problem of bias tension of the contacts is overcome, because the output reference tension can be fixed via hardware, minimizing the input current in the operational amplifier. The amplification rate ranges from 5 (open circuit) and 1000. The second amplifier guarantees measured values of the order of mV.

The reading circuit of the input voltage. The potential difference between the two internal contacts is obviously proportional to the electrical resistance of the sample and is withdrawn into the operational amplifier AD627, electrically powered with dual VCC (+10 V) and VEE (-10V), as it provides the ability to measure positive and negative tensions. The card includes 6 (six) different circuits of reading (use one at a time) the voltage on the two internal terminals on the sample, each with its own gain to handle the broadest range of measures without the need for manual adjustment.

The module of the heater can provide a maximum current of 250 mA, directly accessible from the USB port of your computer. For stronger heating it is necessary to use a small external power supply. The command for the injection of the heating current is run by software based on the measurement procedure chosen. The heater is realized by two resistance of 100 Ohm (1 watt) are inserted in a parallel circuit on the base of the Al box. The increasing of the temperature is realized by acting via software on an analog heliportpotentiometer connected with a power transistor given the requested current to the heater. The resistivity measurements are carried out in rampa.

To measure the temperature is used as sensor a PT100 platinum resistance (R = 100 ohms at 0 ° C), with a variation of 0.4 ohm per ° C. This allows, with a 12-bit analog converter, to obtain, in the temperature range that interests us, a sensitivity of 0.05 ° C. Measures of temperature and resistivity are decoded with two 12-bit analog-digital and multiplexed by a ACD converter PIC 18F6527 microcontroller from Microchip Technology programmed for the purpose required. The data is sent to the computer through a USB connection, achieved through the use of decoding module FT245BM. The interface (Fig 10) is very simple and familiar. Real time graphs are produced on the screen.

5.2 Resistance of superconductors measurement.

For measurement we used a YBCO (Yttrium Barium Copper Oxide) "Colorado." On the contacts side we have glued the temperature sensor, on the other side we have positioned
the heater, made of an aluminium plate of thickness 4 mm, inside of which are housing two 10 ohm resistors in series (heating current of 220 mA, taken directly from the USB connection). Everything was placed inside a aluminium container, closed at the top with a screw cap, used for immersion in liquid nitrogen. The top of the container is made with a tube, suitable for the passage of the cable connection and size that do not seal the container (Fig. 11).

The testing system: The temperature sensor is putted in contact with the sample in the Al box and connection wires are collected on the cover of a thermos containing the liquid nitrogen (Gervasio, Michelini 2010b). Testing data are reported in fig. 10, 12 and 13. In figure 12 a commercial testing sample is used, obtained data in rampa heating at 0.02 °C per second.

5.3 Resistance of semiconductors measurement

Even in this case the heater is formed by a plate of aluminium of dimensions 22 x 22 x 4 mm, within which are housed four 1.2 ohm resistors connected in series to provide a total value of 4.8 Ω (Fig. 14). The power supply for the heater is given by a small external power supply (typical power adapter to charge cell phone or similar) from 5 V to provide a suitable heat output of 5 watts, required to bring the sample from nitrogen liquid temperature to 400 K.

Fig. 11 – YBCO sample with aluminium container

Fig. 12 – Data obtained with commercial sample at heating rate of 0.02 °C/s

Fig. 13 – Example of measurement. The duration of measure is about 15 minutes

Fig. 14. To the left. A semiconductor sample assembled and insulated before inserting it in the aluminium box. To the right example of measurement of resistivity versus temperature, where is evident the first increasing part related to the extrinsic behaviour of the doped sample, and the last intrinsic part, related to the intrinsic behaviour of the resistivity of a semiconductor
The sample of semiconductor has been packaged as in the previous case and everything was placed inside a aluminium container (the bottom of the container used for superconductors) partially immersed in nitrogen liquid for cooling. Once at the desired temperature, the container is extracted from the nitrogen liquid, maintained in the environment of the Dewar, and begins continuous heating. In Figure 15 we see that in a first zone behaviour resembles that of metals (extrinsic behaviour due to the doped impurities and the second part of the curve the concentration of free carriers increases exponentially with increasing temperatures, producing the decreasing of the resistivity of the sample (intrinsic behaviour for a semiconductor).

5.4 Resistance of metals measurement

The sample is made with a piece of insulated copper wire wrapped as shown in fig. 15. The insulation between heater, sample and thermal probe is realized with multiple Teflon wrappings. The measurement procedure is the same already described for semiconductors. Sample data reported here (Fig. 15) with the relative fitting are representative of the sensitivity and reliability of the system.

5.5 Software

The software interface for the measurement of resistivity is quite simple and only takes a few tricks to its proper use.

You first need to select the channel associated with the measure (superconductor; semiconductor, metal - Fig. 16). This is done according to the value of the resistance of the sample and the injected current, so as not to bring the operational amplifier saturation.

Once you press the button "Start" the system asks if you want to continue with the simple measure, without heating, or if you want to set the heating controls. To measure free, just press "OK" (Fig. 17).

To make the measurement with the heating is required to tick the corresponding application. The screen that appears as a consequence of this choice, you can set the value of the maximum temperature at which it wants to bring the sample (starting from the current temperature), the step that will be used in temperature controlled by heating or set the continuous heating (Fig. 17).
6. Hall effect measurement

The Hall effect measurement system is managed with a very simple software, suitable for both samples metals and semiconductors (Fig. 18).

Another opportunity is to be able to review the law of variation of the magnetic field of permanent magnet system used for measurement, depending on the distance between them (Induction magnet control). The Fig. 19 shows the permanent magnet system used to measure Hall effect for the metal and semiconductor samples.

To measure Hall effect on semiconductor and metal samples, it works simply by choosing the desired option on the menu to scroll up on the right of the screen. After choosing the option to measure, the first thing to do is that of calibration. You start this process by taking on the "Calibration", with the sample completely outside the magnetic field. This screen shows the window like in Fig. 20 (left), showing the voltage measured on the active channel.
It acts on this multi-turn potentiometer on the sample in order to read a potential equal to 0 (zero). This procedure is necessary to eliminate the potential difference that inevitably is created for the not perfect alignment of the terminals for the measure of the d.d.p. Hall. After finishing this procedure begins by acting on the measure button “Start”. The system asks you to set the initial value of current injected into the sample, the final value and the step current you want (Fig. 20-right). At this point the measurement can be performed automatically or step by step at the request of the operator. To do this you must tick the appropriate option. Depending on the type of sample chosen for measurement, metals or semiconductors, vary the range of current accepted. For metallic samples is requested the same external power supply used for heating in the measurement of resistivity.

Conclusion

The cluster of tools for physics didactic laboratory here presented is constituted of sensors connected via USB to the computer for dedicated measurements of: temperature in time with 4 probes; light intensity vs space displacement; resistivity vs temperature for metal, semiconductor and superconductor. The connection to the computer via USB provides brief time of setting up and few knowledge of electronics, for a good use and eventual modifications. The hardware/software solutions ensure higher sensitivity than those typical of commercial apparatuses, allowing measures of high quality and reliability. The solid and compact assembly of the apparatuses allows easy transport and use. The software usually offers several options for each phase and the user may choose the procedure (e.g. setting up, calibration, measure, management of files) and assign few operations and parameters (e.g. sampling interval, number of sensors to use, variables and scale for real-time graphs). In this prospective on-line measurements with sensors are thought as a first extension of senses in a laboratory that aims to a study of phenomena to reach a formalization based on an interpretative examination of experimental analysis. The active participations of learners in the projects of the experiments that can be done is stimulated by the opportunity to set up easy the procedure of measurements, both for the choice of the parts to utilize and for the way to utilize them. The users plan the way to carry out the experiment, so that planning and manipulative aspects, the analysis and the interpretation of data, are choices in an experimental activity in which each one may organize the construction of his knowledge.
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Introduction

In the framework of Mosem EU project on superconductivity, we developed a curricular proposal based on a set of experiments on electromagnetism and superconductivity. It consists of a series of low tech and high tech experiments, useful both for students learning and teacher training. The experiments on electromagnetism play the role of a sort of introduction to understand the contribution of electromagnetic induction in some phenomena linked to magnetic levitation of a magnet on a superconductor. The value of these experiments is incremented by the teaching/learning path we developed and in which are integrated.

In the framework of a research for a curricular teaching/learning path in vertical perspective, according to MRE model (Duit R., 2006), a study dedicated to the specific knot of magnetic levitation – Meissner effect and pinning effect - to students (17 – 18 years old) of 4th and 5th year of Secondary School has been carried out. The context was those of the Summer School on Modern Physics, organized by Physics Department of University of Udine in the Project of the Lauree Scientifiche Project - Innovazione didattica in Fisica e Orientamento (IDIFO2). It took place in July 2009. The class group we worked with consists of 42 students, selected on the base of their school curricula.

An experimental explorative learning path has been carried out: the situation path is offered with CLOE conceptual labs approach (Michelini, 2005) in which an explorative hands-on situation path is proposed using stimuli worksheets (Martongelli, 2001; Michelini, 2003) and a strategy based on SPPEA cycles (Situation, Prevision, Planning, Experiment, Analysis). These worksheets were organized in a path for students, done in previous researches (Fedele, 2005; Bradamante, 2005; Michelini, 2006). Rogersian interview followed the activity to clarify interpretative spontaneous ideas and type of reasoning.

Learning paths for low secondary school students (14 – 15 years old) have been carried out too.

In this work main experiments on superconductivity are presented, underlining aims, equipment, what to do, observed results and explanation of phenomena. At the end of the work the learning path is presented in detail, through the sequence of experiments It is based on. The rationale is shown through the detailed research questions to study the learning processes: for each situation (Sx) research questions (Ry) are shown.

Experiments

We reported here some of the simple experiments integrated into the educational path designed and experimented.

**Magnetic levitation: Meissner effect**

Aim: to study magnetic properties of superconductors

**Equipment:**
- a sample of YBCO (II type low pinning superconductor)
- a strong magnet
- a plastic pliers
- a Petri cup
- liquid nitrogen

What to do:
1. put the magnet near the sample of YBCO to individuate eventually magnetic properties of YBCO.
   At the room temperature there is too low or null interaction.

2. put the sample of YBCO into the cup, put the magnet on the sample, pour liquid nitrogen on the system; pay attention to leave the magnet in its position (if it moves, take it with pliers and never with your fingers), let the nitrogen finishes to boil: now YBCO is at the temperature of 77K.

When temperature decreases, the magnet goes up and levitates on the superconductor. This happens because, under critical temperature \( T_c \) (92K for YBCO), the sample becomes a superconductor, It behaves as a perfect diamagnetic material and expel the magnetic field of the magnet (Meissner Effect) and this causes repulsion.

On the left, a sample of YBCO(grey coloured) and a magnet (blue coloured) at the room temperature: the sample of YBCO behaves as a normal metal and magnetic field crosses It.

On the right, the system under critical temperature: the superconductor expels the magnetic field of the magnet (Meissner Effect).

**Meissner Effect:** the force acted by the superconductor on the magnet (on the right) is the same force that a virtual magnet, symmetric with respect superconductor surface (on the right), would act. Superconductor behaves as a “magnetic mirror”.
Phase diagram, illustrating the conditions of existence of superconductivity in a metal: superconductivity exists only below a given temperature ($T_c$), and magnetic field ($B_c$).

When the pellet temperature increases and goes up critical value, superconductive properties are lost and the magnet falls down.

This experiment is known as “field cooled experiment”: at the room temperature the sample of YBCO is in magnetic field of the magnet and it crosses it, than is cooled and we observe described Meissner effect.

Take the magnet with pliers and move it, putting it far and than, near again. We observe that levitation comes back.

3. “zero field cooled experiment”: cool the sample of YBCO (with low pinning) without a magnetic field and only after cooling, below the critical temperature, is the magnetic field introduced by bringing the magnet near. Observed effect is the same of the case 2 and we observe levitation of the magnet but in this case there is no Meissner effect because there is no expulsion of magnetic field by the superconductor.

The reason of this link between superconductors and magnet is due to a partial pinning of magnetic flux.

**Magnetic levitation: Meissner Effect and pinning Effect**

**Aim:**
to study the effects of a strong pinning

**Equipment**
- sample of YBCO (strong pinning II Type superconductor)
- a strong magnet
- a plastic tin spacer
- plastic pliers
- a Petri cup
- liquid nitrogen

**What to do**
1. put the magnet near the sample of YBCO to individuate eventually magnetic properties of YBCO.

At the room temperature there is too low or null interaction.

2. Place the sample of YBCO in the cup, place the spacer on the sample and the magnet on the spacer, pour liquid nitrogen on the system, let the nitrogen finishes to boil: now YBCO is at the temperature of 77K. Take away the spacer. We observe that the magnet levitates on the superconductor. Try to move the magnet using pliers: you
can feel that it is too difficult.

3. Repeat the experiment without spacer. After the transition they are attached and it is very difficult to separate them.

A strong magnetic link between magnet and superconductors is observed. This link exists with both used samples, but with a strong pinning pellet it is so strong to "hide" Meissner effect.

Actually, there are two types of superconductors:
- Type I superconductor, where superconductivity can only exist in the Meissner state, under critical values of temperature $T_c$ and magnetic field $B_c$, with no magnetic field present in the bulk of the pellet. There is perfect diamagnetism and pinning effect is not observed. So, after the transition, we can observe levitation only in particular situations, like the following:

A bowl made of lead, cooled down below 7.4 K, becomes a type I superconductor. A magnet in this bowl will levitate and will not fall. To cool down the lead bowl, liquid helium, instead of liquid nitrogen, is used. Liquid helium is cooler (4.2 K under ambient pressure), but is more expensive and is more difficult to manipulate.

- Type II superconductor that have a behaviour that is more complex. This behaviour is responsible for the existence of the observed magnetic “link”.

A USB PROBE FOR RESISTIVITY VERSUS TEMPERATURE AND HALL COEFFICIENT

A USB probe for the measurement of resistivity versus temperature in metal, superconductor and semiconductor solids and a combined room temperature Hall coefficient measurement for metals and semiconductors has been developed and patented by Mario Gervasio and Marisa Michelini. The resistivity measure can be carried out in the 78-400K temperature range selecting different controlling heating rate. Current and magnetic field are parameters to select by the user in Hall coefficient measurement. The software interface is designed to be user friendly, giving to the user the opportunity to set up the relevant parameters of the measurements and to have a direct vision of the real time graph during the experiments. High quality measurements give to opportunity to fit data with curves based on theoretical models.

The system to measure the resistivity versus temperature has been designed so as to implement measures in a four-terminal configuration, the two external contacts are used for the injection current and the two internals to measure the voltage, proportional to the electrical resistance of the sample.

Measurement procedure can be chosen by the user:
- thermal inertia, from the temperature of nitrogen liquid at room temperature
- ramp with continuous heating
- temperature of thermal inversion. Is chosen, via software, the gap in temperature between a measure and the next.

Each measurement is made by detecting the voltage, on the two internal contacts, first time with the injected current and then subtracting the voltage corresponding to zero current.
Under these conditions it is obvious that there is no need for manual adjustment of the offset because the correct measure of the voltage will be that obtained from the difference of the two readings (measure “quasi ac”).

To make the resistivity measurements have been designed in three hardware modules:
1. constant current source;
2. voltage measurement;
3. heater.

This current through VREF1 tension generated by software. The injected current in the samples can be varied from 1 to 150 mA.

To measure the temperature is used as sensor a PT100 platinum resistance.

Measures of temperature and resistivity are decoded with two 12-bit ADC and multiplexed by a PIC 18F6527 microcontroller from Microchip Technology programmed for the purpose required.

The data are sent to the computer through a USB connection. The duration of measure is about 15 minutes.

Curricular path and its research questions

In Table 1 the research question (RQ) are split according with the main situations (S) of the learning path and the relative written questions posed to students (Qx).

<table>
<thead>
<tr>
<th>Situation (S, in the worksheet)</th>
<th>Research questions (RQ)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. INTERACTION BETWEEN DIPOLES</strong></td>
<td></td>
</tr>
<tr>
<td>S1. Put a magnet near an other magnet: interaction between dipoles</td>
<td>1- Is the planning proposal based on explicit/implicit hypothesis?</td>
</tr>
<tr>
<td>S2. Representations of a magnetic dipole: Using vectors, scheme of all the situations found and relative effects.</td>
<td>2- Do students recognize the different types of interactions between two magnets according to faced poles (attraction or rotation + attraction) 3- Do students use a description in terms of dipole?</td>
</tr>
<tr>
<td>→ ← ← →</td>
<td></td>
</tr>
<tr>
<td>→ → ← ←</td>
<td></td>
</tr>
<tr>
<td>S3. Examining the attraction at a distance with different explorers in the space around a magnet, magnetic field lines are recognized.</td>
<td>4- Do students recognize that magnetic field lines are closed?</td>
</tr>
<tr>
<td>S4. Magnetic field lines pattern in two cases  • equal poles facing  • different poles facing</td>
<td>5- Does the idea of superposition of field emerge? 6- Do students describe lines and/or compare them in the various situations?</td>
</tr>
<tr>
<td>Representation, for each situation, in terms of vectors of</td>
<td></td>
</tr>
<tr>
<td>Question</td>
<td>Answer</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>Do they recognize that field lines pattern allows a prevision about the type of interaction that will be between the dipoles?</td>
<td></td>
</tr>
<tr>
<td>S5. Analysis of the possibility of suspension of a magnet on an other one.</td>
<td>Do students recognize the impossibility of suspension of a magnet on an other one without a constraints?</td>
</tr>
<tr>
<td>Representation in terms of vectors of dipoles and in terms of field lines.</td>
<td>Are students reasoning on a descriptive level or on an interpretative one too?</td>
</tr>
<tr>
<td></td>
<td>Is a description in terms of dipoles used?</td>
</tr>
<tr>
<td></td>
<td>Are magnetic field lines used to explain phenomenology?</td>
</tr>
<tr>
<td>2. INTERACTIONS OF A MAGNET WITH OBJECTS MADE OF DIFFERENT MATERIALS: FERRO – PARA – DIA MAGNETISM</td>
<td></td>
</tr>
<tr>
<td>S6. Interactions between a magnet and objects made of different materials, putting the magnet near:</td>
<td>11- Do students represent experimented situations using a description in terms of dipoles and field lines?</td>
</tr>
<tr>
<td>S6.1. a paper clip or a little sphere: ferromagnetism</td>
<td>12- Are students reasoning on a descriptive level or on an interpretative one too? Which interpretative models emerge for observed phenomenology?</td>
</tr>
<tr>
<td>S6.2. a torsion balance with [copper sulphate and water] or [aluminium dust and water] or [copper sulphate and oil]: para and diamagnetism</td>
<td>13- Are the analogies and differences between observed situations recognized?</td>
</tr>
<tr>
<td>S6.3. a thin pyrolytic graphite lead: diamagnetism</td>
<td>14- Do students recognize considered objects behaviour as dipoles, induced by external magnetic field?</td>
</tr>
<tr>
<td>Representation, for each of the three situations, in terms of vectors of dipoles and in terms of field lines.</td>
<td>15- Do students explore phenomena studying only one or both the poles of the magnet?</td>
</tr>
<tr>
<td>S7. Analysis of the possibility of suspension of a thin pyrolytic graphite leaf on a magnet.</td>
<td>16- Are the analogies and differences with the case of the suspension of a magnet on an other one recognized?</td>
</tr>
<tr>
<td></td>
<td>17- Do students recognize the need of a constraint to have suspension?</td>
</tr>
<tr>
<td>S8. Exploration of interactions between a magnet and a sample of YBCO (YBa2Cu3O7 – a II type low pinning superconductors) to determine the type of material.</td>
<td>18- Is the planning proposal based on explicit/implicit hypothesis?</td>
</tr>
<tr>
<td>3. FIELD LINES</td>
<td></td>
</tr>
<tr>
<td>S9. Analysis of magnetic field lines inside and outside materials:</td>
<td>19- Do students take into account the principle of superposition of fields? Both inside and outside the material?</td>
</tr>
<tr>
<td>S9.1. Analysis of the possibility that the presence of a material in a uniform and constant magnetic field may modify total magnetic field.</td>
<td>20- Do students give a description/interpretation in terms of dipoles and/or field lines?</td>
</tr>
<tr>
<td>S9.2. Analysis of how total magnetic field is modified if a ferromagnetic, paramagnetic, diamagnetic material is inserted in a uniform magnetic field, according to the representation with field lines, to the representation with vectors of dipoles and to observed behaviour in experimental exploration.</td>
<td></td>
</tr>
</tbody>
</table>
S9.3. Field lines pattern for the system magnet + YBCO (at the room temperature)

S10. Exploration of the behaviour of the system magnet + YBCO (a II type low pinning superconductors) when temperature decreases (using liquid nitrogen): Meissner effect and pinning effect

21- Is the transition recognized? Are descriptions in terms of process?
22- Are students on a descriptive level or on an interpretative one?
23- Is a description in terms of field lines used?

S11. Comparison and description in terms of dipoles for each one of following cases:
1) two magnets
2) magnet and pirolythic graphite
3) superconductor and magnet

While in the case of the diamagnetism of the pyrolytic graphite a not equilibrium suspension is shown, the superconductor seems to be in equilibrium. Pinning effect.

24- Do students use a description in terms of dipoles?
25- Which interpretative models emerge to explain pinning effect?

4. THE ROLE OF FARADAY-NEUMANN-LENZ LOW

S12. A magnet levitating on a sample of YBCO (a II type low pinning superconductors) – the role of Faraday-Neumann-Lenz Low in some phenomena linked to magnetic levitation:

S12.1. the magnet levitates and It does not follow on the superconductor

S12.2. for levitating magnet there is only one permitted rotating axis, that is the magnetic N-S axis of the magnet

S12.3. magnet levitates with any orientation of Its magnetic axis and, in spite of the fact that there is only the friction with air, It does not orientate following Earth

26- Do students interpret observed phenomena in terms of magnetic flux variation using Faraday Low? How?
### 5. THE EFFECTS OF HIGH PINNING

<table>
<thead>
<tr>
<th>S13. Exploration of interactions between a magnet and a sample of YBCO (YBa2Cu3O7 – a II type high pinning superconductors) to determine the type of material.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field lines of the system magnet + YBCO (at room temperature)</td>
</tr>
<tr>
<td>S14. [Cooling with a magnetic field] Exploration of the behaviour of the system magnet + YBCO (II type high pinning superconductors) when temperature decreases in the two following cases:</td>
</tr>
<tr>
<td>S14.1. magnet on the sample of YBCO</td>
</tr>
<tr>
<td>S14.2. with a spacer between</td>
</tr>
<tr>
<td>Field lines pattern of the systems after the transition.</td>
</tr>
<tr>
<td>Description and comparison of situations S10, S14.1. and S14.2 before and after the transition, in terms of vectors of dipole, in terms of field lines and in terms of flux variation.</td>
</tr>
</tbody>
</table>

27- Do students recognize the birth, between magnet and superconductor, of a link of the same type of last exploration?  
28- Which interpretative models emerge to justify the different strength of that link as regards last case?

### 6. STABILITY OF LEVITATION

<table>
<thead>
<tr>
<th>S16. A thin pyrolytic graphite leaf and 4 magnets (parallelepiped shaped): possibility to obtain levitation of the graphite on the magnets</th>
</tr>
</thead>
<tbody>
<tr>
<td>N  S</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

30- Is the planning proposal based on explicit/implicit hypothesis?

| S17. A sample of II type high pinning superconductors (with a spacer) on: |
| 1) a magnet |
| 2) a quadrupole |
| The system is cooled. Exploration of behaviour and stability in both the situations. |
| Description and comparison of the two situations, before and after the transition, in terms of vectors of dipole, in terms of field lines and in terms of flux variation. |

31- For each the cases 1) and 2), do students give a description/interpretation in terms of dipoles, field lines, flux variation?  
32- Which interpretative models emerge to justify the differences in stability of levitation in the two situations?
7. LEVITATING MAGLEV TRAIN

<table>
<thead>
<tr>
<th>S18. Problem solving. Prototype of MAGLEV train based on magnetic levitation. Students are asked to:</th>
<th>33- Which descriptive elements of the system and of Its functioning emerge as important from the descriptions given by students? 34- Which interpretative models are used to explain the functioning of MAGLEV train?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) describe the train</td>
<td></td>
</tr>
<tr>
<td>2) describe Its functioning</td>
<td></td>
</tr>
<tr>
<td>3) explain Its functioning</td>
<td></td>
</tr>
</tbody>
</table>

Conclusions

A series of simple low tech and high tech experiments on superconductivity is integrated in a research based educational path for secondary school students. The proposal is studied into the framework of design based research and the EU project Mosem. According with MRE research line the proposal were experimented with talent secondary school students participating to the IDIFO2 Italian Summer School.

The proposal here presented has been described through detailed research questions done in the study of the learning processes: for each situation (Sx) research questions (Qy) have been indicated.

Dividing each step in research questions is very useful also for the teacher who is interested in knowing ways of reasoning and conceptual organization of knowledge of the students.

Data analysis carried out on the experimentation is based on the classification of the answers to the research questions, to underline associated conceptual developing.

The path of research questions is a useful guide also for the teacher who wants to plan an analysis of the reasoning of the students according a coherent framework and organized paths.
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Abstract

In many countries there is much discussion about the role of problem solving in the curriculum. Educationalists often say that we should concentrate on learning instead of teaching in our classrooms and that the problem solving classroom will encourage good learning because problem solving is a doing activity instead of watching activity. Physics is a strategically important subject that underpins much of engineering and other science subjects. If we cannot introduce this subject to youngsters enormous potential will be wasted. To prepare the secondary school’s students for further education at universities and colleges we should provide them with the opportunities to engage in an active learning by research. The traditional teaching methods (including textbooks, lectures, and pages of homework problems) are becoming increasingly less attractive to today’s students so observation and in situ experiments which are related to the real life should be modified with learning activity in helping students overcome the identified difficulties in physics education.

Introduction

We should come to notice that there is no border among different sciences and students can learn chemistry, physics, biology,… simultaneously but a key factor in successful learning is a learner's motivation. How can we motivate our students with different abilities and interests? Like all other sciences, physics is based on experimental observations and quantitative measurements which mathematics is a tool that makes connection between theory and experiment. There are fundamental laws that govern natural phenomena and they are used to develop theories that can predict the results of future experiments. But in many countries there is much discussions about the role of problem solving in the curriculum. Educationalists often say that we should concentrate on learning instead of teaching in our classrooms and that the problem solving classroom will encourage good learning because problem solving is a doing activity instead of watching activity. But why some students do not engage in this activity. Are these problems difficult and boring? Don’t they understand the problems completely? Do they need to compare these problems with natural phenomena happen around them? Do they need more experiments to solve these problems? These are some questions should be considered by teachers to motivate their students with different abilities and interests. Students should be notified about the importance of what they are taught. Some of the students have no interest in learning as they think these lessons are useless and they will not need them in the future. They should be given some examples of what they are learning in their daily life in order to aware them about the role of their knowledge in their life. This fact that they will be able to improve their life and even make more money with their studies can lead them to comprehend their lessons more enthusiastically.

Solving Problems in Physics by Research

Combination of the knowledge and experiments to motivate students is an important factor in active learning but to improve it in a high level we need a debating and asking in a cooperative atmosphere. Physics, the most fundamental physical
science, is concerned with the basic principles of the Universe. It is the foundation upon which the other sciences—astronomy, biology, chemistry, and geology—are based. Even though the beauty of physics lies in the simplicity of the fundamental physical theories and in the manner in which just a small number of fundamental concepts, equations, and assumptions can alter and expand our view of the world around us but it is too hard for some of the students to learn it. By research students can get idea from other works and perform statistical measurements. In a quantitative research they need some variables to be measured sometimes by experiment and sometimes by questionnaire. The description of these variables in terms of the other variables can be shown in tables and graphs too.

The relation between education and industry is one of the most important parameters can affect learning program. Involving students, teachers and sometimes parents in solving physics problems by research and finding relationship between learning new skills and what industry needs enables us to enrich physics education at schools. During the sequences which are carried out, the following kinds of activities cause students and teachers motivation in physics:

a) **Selected problems which are attractive, practical and related to everyday life**, will encourage students more to solve the problems and find the solutions practically

b) **Involving students by teachers to find a new method in solving the problems**, this makes students think more and try to invent something new and extend their abilities

c) **Qualitative and quantitative approaches and deductions**, which enable students to learn how evaluate their data statistically and compare by plotting graphs

d) **Report the results in a competition individually or in a team work**, makes them self-confidence and enables them to defend their projects

**Different Processes in research projects**

Sometimes students might require guidance in research projects. Research helps us to see the world with fresh eyes so we can find our place in this world. Re-SEARCH implies two aspects focus on: 1- what and how can we search for in enough details 2- how and what we think about it and its affection in the real world and we should think about both these aspects. Teachers can give an idea about a phenomenon which occurs around us without notification and ask their students to think and find the different processes to investigate it. A team work is very useful because different ideas can be added to help each other. As an example teachers can talk with students about the motion of honey being drizzled (Fig. 1).

![Fig. 1. honey being drizzled](http://en.wikipedia.org/wiki/Viscosity)
Students who are interested in this subject can start with:

1- Doing experiments with fun
Making physics interesting for students plays a prominent role in learning. Students should have fun during their classes and they should enjoy while doing an experiment or even some calculations, as if they are in a playground. They should eagerly find a way to solve their problems and learn how to cooperate with each other. Although some specialists believe that teachers should be very strict and do not let their students move during the class, they should be invited to work in pairs or groups to discuss. Also as a matter of memorizing, they can remember what they were taught much more easily if they learned it in a different way. By pouring honey they will see its amazing shape which comes done like a spring. Students should do more experiments to get the best results.

2- Investigating the phenomenon by research
Physics is the science of nature. It is nonsensical to say that it can be learned by reading some books and memorizing mathematical formulas. It should be touched by the students and it is not possible unless they do some research projects. Some problems should be designed by the teachers and ask the students to find a solution for that in a specified period of time. To find the most important parameters which affect the spring shape of honey when it pours down, students should search in different fluid mechanics references, make their research by internet and so on.

3- Comparing quantitative and qualitative measurements
Some of these questions (but not essentially all of them) need some experimental setups. In this case students can compare their quantitative and qualitative results and find out their accuracy by calculating the errors in their observations. To find the shearing stress between the layers of honey; the dependency of either dynamic or kinematic viscosity of honey to temperature; calculating the Reynolds number are some of the quantitative measurements. Moreover, the results can be compared with other groups to discuss about the qualitative measurements too. Students can also notice the other possible solutions for their problem or guide their fellow mates.

4- using programming software
Nowadays, using programming software is very popular and young people are also really keen on them. There are a lot of projects in physics that can be simulated, calculated or modeled by these computer programs. As writing these programs need a very accurate mind and are a time consuming process, it can enhance the ability of learners by defining some appropriate projects. Not only can they produce a program than could be developed as the time goes by, but they also dominate every details of the subject which they were asked about.

Conclusions
Research projects are the bases of learning at university and school. The advantage of making students familiar with research projects is preparing them for their future understanding. Regardless of their major at university, the more they get used to "Research Method", they better can tackle their problems afterwards. They may also find their interest in a particular major while doing a project. For example, while doing a project regarding motion and dynamic they may get interested in mechanics engineering or while doing an experiment about printed board circuits they may feel they would like to carry on in electrical engineering. By implementing some basic and simple research projects, in fact students can get ready to analyze some more complicated effects. This highlights the significance of research projects in the future.
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Abstract: Kicking a ball by means of an RLC circuit can be done using various systems. The explanation of one such design is the main goal of this paper. When a capacitor is discharged into the solenoid, it forces the ferromagnetic plunger to slide through the solenoid and eventually kick the ball. Terminal speed of the ball is proportional to the velocity of the plunger which itself is only determined by the force applied to the plunger by the solenoid. Therefore calculating this force and studying the related factors are necessary which has been done both theoretically and experimentally. Numerical results were compared with experiments in order to prove and examine theoretical conclusions.

Keywords: plunger, solenoid

Introduction

Building shooting device that uses a solenoid and a capacitor (as voltage source), is the goal of this article. Such systems are also used in Robocup soccer robots. When a capacitor is discharged into a solenoid, the solenoid generates a magnetic field, which can exert force on ferromagnetic material, (ex. ferromagnetic plunger). In order to provide the system with the necessary force required to kick a ball, a “plunger” was used which was consisted of two parts, a ferromagnetic part and a non-ferromagnetic shooter, that could slide through the solenoid with the minimum amount of friction possible. (See picture) Experiments were done with a golf ball of 45 grams mass.

Terminal velocity of the ball is dependent on the factors listed below: 1-Initial voltage, 2-Capacitance, 3-Diameter of the solenoid’s wires, 4-Solenoid’s inner diameter, 5-Solenoid’s body material, 6-Plunger’s diameter, 7-Plunger’s length, 8-Plunger’s mass, 9- Initial position of the plunger, 10-Initial distance between the plunger and the ball, 11-Number of wire turns.

The problem can be classified into three chief sections; we will first discuss the capacitor’s discharge procedure. In the second section, the motion of the plunger is studied. And finally, in section three, we present the equations governing the collision between the plunger and the ball. In order to reach a quantitative theory and
investigate all three sections together, a MATLAB program was developed to simulate the design and solve the resulting differential equations (by Runge-Kutta method). Various effective factors mentioned above, are studied both theoretically and experimentally in order to find the optimized solenoid, which results in the maximum velocity at all times.

Theory (Mathematical model)

Section 1

Interactions between the capacitor and the solenoid are simulated (The solenoid being an inductor):

\[ + \frac{1}{C} + IR + L \frac{dI}{dt} = 0 \] (1)

\[ L = \mu_0 n^2 A l_s(2), R = \frac{\rho A_w}{d_{wire}}, I = \sum_{i=0}^{n} \left[ \frac{d_{out} - d_{in}}{d_{wire}} \right] \pi \left( R_p + \frac{2i+1}{2} \right) \] (3)

Where \( A \) is the surface area of the solenoid, \( A_w \) is the cross section of the wire, \( d_{wire} \) is the diameter of the wire, and \( l_s \) is the length of the solenoid.

Section 2

There are two general methods for simulating magnetic materials - the dipole method and the current ring method, with the second method having a higher accuracy, which we have chosen to use. Thus, we have considered the ferromagnetic part of the plunger to be made up of a finite number of disks (or current rings) with the same radius as the plunger and acurrent, which depends on the thickness of the disk, magnetic field of the solenoid and the plunger's magnetic properties.

\[ \mu_0 \vec{M} = (k_m - 1) \vec{B} \] (4)

The magnitude of \( \vec{M} \) is defined as the magnetic moment per unit volume of a substance. As you might expect, the total magnetic field \( \vec{B} \) at a point within a substance depends on both the applied (external) field \( \vec{B}_0 \), and the magnetization of the substance.

Considering the properties of the solenoid results in equation number 5; which simulates the rings current intensity.

\[ i = \frac{dv}{\pi R_p^2} (1 - k_m) \frac{N}{l_s} I \] (5)

Where \( dv \) isthevolume of each element, \( k_m \) is a constant dependent on the magnetic properties of the ferromagnetic plunger, \( R_p \) is the radius of the plunger, \( l_s \) is length of the solenoid, \( N \) is the number of current rings and \( I \) is the solenoid's current. Substituting for \( i \), (equation number 5), the force exerted on each element of the plunger:

Figure 2: Exerted force to each element from each wire

Figure 3: Total force exerted to each element
\[ f_x = \frac{\mu_0 I}{2} R_{wire} R_{plunger} \int_0^{2\pi} \int_0^{\frac{d\theta}{2}} \frac{d\theta}{(x^2 + y^2 \cos^2 \theta + (R \sin \theta - R_{plunger})^2)^{3/2}} \tag{6} \]

When the capacitor is discharged into the solenoid, the plunger tends to slide through it, in response to the force it feels from the magnetic field. But, we must take into account that each current ring of the solenoid tends to attract the plunger, therefore, as the plunger moves forward it will start to feel a force opposite the direction of its velocity. (Hence the minus term in the formula below)

Thus, the net force exerted on the plunger can be calculated by integration:

\[
F_x = \lambda \sum_{j=0}^{n} \sum_{n=0}^{d_{wire}} \int_0^{2\pi} \int_0^{\frac{d\theta}{2}} z \frac{d\theta}{(\frac{2n+1}{2} d_w + (R_p + \frac{2n+1}{2} d_{wire}) \cos^2 \theta + (R_p + \frac{2n+1}{2} d_{wire}) \sin \theta - R_p)^2} \]  

\[-\lambda \sum_{j=0}^{n} \sum_{n=0}^{d_{wire}} \int_0^{2\pi} \int_0^{\frac{d\theta}{2}} \frac{z \frac{d\theta}{2}}{(\frac{2n+1}{2} d_w + (R_p + \frac{2n+1}{2} d_{wire}) \cos^2 \theta + (R_p + \frac{2n+1}{2} d_{wire}) \sin \theta - R_p)^2} \right]

\[
\lambda = \frac{\mu_0 I}{2} R_{wire} R_{plunger} \tag{7} \]

**Section 3:**

After solving energy and momentum equations, the terminal velocity of the ball is determined: [1],[2]

\[
v_b = \frac{2 \mu k v_{p1} + (2 \mu k v_{p1})^2 + 4(1-\mu)(\mu k^2 + \mu k)}{2(\mu k^2 + \mu k)} \tag{8} \]

Where \( k = \frac{M}{m} \) (M is mass of the ball and m is the plunger’s mass), \( v_{p1} \) is the velocity of the plunger before collision and \( \mu \) is the contact coefficient.

**Experimental Setup**

The entire system consists of a solenoid, a plunger and a ball. Both Aluminum and Teflon have been used for the solenoid’s body material. The plunger, as mentioned before, has two parts; the ferromagnetic part is made of iron and the diamagnetic part, aluminum.
A "speedometer" was designed to determine the speed of the ball. This device is consistent of four sensors in order to reach the most accurate result. Experiments were done with solenoids of 5 cm length, 3 cm outer diameter, and three different inner diameters of 10, 8, 6 mm. (Fig.5)

**Experimental Analysis**

The concurrence between the theory and experiments enables us to use this method in finding the optimum dimensions of the system for any given initial conditions. The theory shows that the velocity would alter linearly in respect to the increase of voltage. Experimental results are also in good agreement with this(Fig.7). A capacitor with higher capacity, stores a greater amount of energy, but since it also has an extended discharge time, the plunger won’t absorb all the energy before the collision. Therefore increasing the capacitance, more than a certain amount will not result in any changes in the velocity of the ball (Fig.8 & Fig 9).

![Figure 7: Velocity vs Voltage](image1)

![Figure 8: Velocity vs Capacitance](image2)

This is why the initial position of the plunger is an important factor; since the energy absorption of the plunger is altered also by the discharge time of the capacitor. The plunger must be inside the solenoid when the current intensity reaches its maximum, in order to hit the ball with maximum velocity. Therefore, as you can see in Fig.10, this factor has an optimum.

![Figure 9: Velocity vs discharge time](image3)

![Figure 10: Velocity vs initial position of the plunger](image4)
Increasing the number of layers has two different effects on the ball’s terminal speed. As the number of layers increase, the resistance of the circuit will also increase. As a result the current intensity inside the solenoid will decrease. Ergo, velocity reduces escalation of the number of layers also increases the inductance of the RLC circuit, so a greater force is exerted on the plunger. Consequently, there should be an optimum number for both of these factors. This point is where the inductor acquires the maximum quality factor, which can be calculated by our numerical method (Fig.11 & Fig.12)

![Velocity Vs Number of layers](image1)

**Figure 11: Velocity vs number of layers**

The material of the solenoid can significantly affect the strength of the magnetic field inside the solenoid. The solenoid’s body is usually made of either diamagnetic or paramagnetic material.

In broad terms, diamagnetism and paramagnetism are different types of responses to an externally applied magnetic field. **Diamagnetism** is a natural consequence of Lenz's law, according to which the electric current resulting from an applied field will be in the direction that opposes the applied field. In other words, the induced current will flow in the direction that creates a field opposite to the applied field. In other words, diamagnetic material can weaken an external applied magnetic field.

**Paramagnetism** occurs in materials whose atoms lack permanent magnetic dipole moments, whether they are spin types or orbital moments. Thus these materials won’t affect the inner magnetic field. Since they tend to align with any external magnetic field.

Fig.13 shows the velocity vs voltage for two different materials used as the solenoid’s body, Teflon as a diamagnetic material and aluminum as a paramagnetic one.

![Solenoid's material](image2)

**Figure 13: Velocity vsVoltage for different materials**

**Conclusion**

Comparisons between theoretical and experimental results prove our numerical model, hence the numerical solution, has the proper accuracy to predict the outcome of further experiments and can be used to find the optimum system, of any desirable size; One that creates the strongest magnetic field, so that the plunger can absorb maximum energy from the solenoid in the minimum time interval.
For each solenoid of certain dimensions, length of the ferromagnetic plunger, diameter of the wire and the number of layers should be optimized. e.g. for a solenoid with 5cm length, 3cm outer diameter and 1.4cm inner diameter, the outer diameter is proportional to number of wire layers which is 20 for a wire of 0.6mm diameter. (Fig. 14 & Fig. 15)

For instance, to find the maximum possible velocity for a certain system with the 45 mm outer diameter, 10 mm inner diameter, 2mm thickness of the Teflon solenoid body, 2000 μF capacitor charged with a voltage of 220 volts, (using Fig.15) the maximum possible velocity for different wire’s diameter can be found theoretically.

In Fig.16 the black line shows the maximum possible theoretical velocity, and the gray line shows the maximum possible velocity after applying geometrical limitations.
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Abstract

Laser beam illuminating a drop of water is reflected and refracted at the air-water boundary. As a result various patterns forming around the drop are observed on the screen. Patterns were captured using a digital camera and phenomenon is described in terms of catastrophe theory.

Introduction

A drop of water has been an interest of studies of many scientists, mostly because of its specific aerodynamic and optical properties. Problem of investigation of patterns that can be observed when suspended drop of water is illuminated with laser light was one of the problems for 23rd IYPT. Here the approach of the Polish team to this task is presented.

If one wants to guess what patterns will be seen after the drop of water is illuminated with light beam, the first idea that comes to his mind is the rainbow. This is a commonly known optical phenomenon. Nevertheless, it can be shown, that rainbow is only one of numerous optical patterns that can be observed during the study under laboratory conditions. Suspended drop of water has a complicated shape and it is hard to describe how it affects light paths. In some cases it can be approximated by a ball, but most of interesting patters are created due to drop’s specific tear like shape. Because of complex structure of observed pattern and complicated shape of the drop, it is hard to describe the phenomena in means of mathematical formulations. However, there are several clues suggesting that observed patterns are examples of optical catastrophes. Similar patterns created by a drop of water placed on the microscopic glass and illuminated from below were earlier investigated and described as optical catastrophes [1, 2].

In this article, we present an experimental setup used to recover light patterns coming out of a suspended drop of water. Out of wide range of observed patterns, the most common were chosen and discussed. Images were analyzed in terms of catastrophe theory and compared with elementary catastrophes.

Experimental investigation

Used in the study experimental setup is shown in figure 1. The drop of water was created by a needle attached to a laboratory stand and connected to a syringe with deionized water. Because the laser light pointed at a
drop of water can be reflected and refracted in any direction, a cylindrical paper screen, 1 m in diameter, with a paper bottom was built around the drop. The water drop was illuminated by green laser beam through a small hole in a side of the screen. All experiments were conducted in a dark room. Light patterns appeared on the screen depended on the place of illumination and the shape of the drop. Diameter of the drop was adjusted from 1 to 7 mm using a syringe, larger drops could not be hold on a needle and felled down. The different parts of the drop were illuminated, by changing laser’s beam direction. Some patterns appeared only in dynamic condition, i.e. when the drop’s size was continuously changed. Observed patterns were captured and recorded with a digital camera. For some specific experiments, instead of the water drop a fine optical glass ball of 5 mm in diameter was used. In this way significance of drop’s shape to the phenomenon was determined.

![Figure 2: Pictures of patterns observed when a drop of water was illuminated with green laser light](image)

Pictures of the most interesting and characteristic patterns are shown in figure 2. Figure 3 illustrates place where drop of water was illuminated and the figure 4 place on the screen where a given pattern appeared. All of these light patterns consist of very bright curves, called caustics, which divide brighter parts of the screen from darker parts (see figure 2a). Pattern in figure 2a is a caustic being approximately a straight-vertical line. It appeared when the drop was illuminated at the middle of the height (figure 3). This pattern was the easiest one to observe and appeared in places on the screen marked as a, see figure 4.
Pattern presented in figure 2b was a caustic similar to a cusp. Again one can notice that brighter parts of the screen are separated from darker one by a bright curve. Pattern 2c has more complex structure than ones presented above. It consists of curves whose shapes are similar to parabola or cusp. Pattern 2d has shape similar to a triangle with interferential pattern around it.

This pattern was hard to capture as it was very sensitive to the place of drop's illumination (see place d in figure 3); a slight vibration (created by traffic on the street) interrupted the image. Pattern 2e appeared only when drop's size was changed, never in stationary conditions. Image in figure 2e consists of egg shaped caustic with additional patterns inside, forming a shape similar to an arrow. Pattern 2f had different shape for small and big drops. When drop was small it had a parabolic shape with its arms facet outward the drop. When drop was bigger it began to form shape seen in figure 2f. Photo seen in figure 2f was taken right before drop detached from a needle. When drop of water was replaced with a fine glass optical ball, pattern seen in figure 2a was the only one caustic observed. This shows that the specific drop's shape is relevant to disused patterns.

Theoretical Description

Parallel light rays of the same wavelength, directed onto a spherical drop of water are reflected and refracted at water-air boundary (figure 5). It seems obvious, that the interferential phenomena occur in the observed images, but the studies presented in this paper are focused on the geometrical aspects of the phenomenon. Rays that are only once reflected inside the drop form a first order rainbow, which is the most familiar caustic.
Applying law of reflection and Snell’s law, formula describing final direction of each ray can be found [3]:

\[
\theta = \pi + 2\alpha - 4 \arcsin \left( \frac{\sin (\alpha)}{n} \right); 
\]

(1)

where: \( n \) – relative refractive index between water and air, \( \alpha \) – angle of incidence of initial ray on a drop, \( \theta \) – angle between incidence light ray and one coming out of a drop.

This function is plotted in figure 6 (for case of water drop in air). One can see that for values of \( \theta \) larger than critical (\( \theta_{cr} \approx 137.5^\circ \)) there are two values of \( \alpha \) satisfying the equation (1). A bifurcation occurs at value of \( \theta \) equal to critical angle (two solutions merge into one) and there is no solution of equation (1) when \( \theta < \theta_{cr} \). Rays that travel near the bifurcation create a caustic which appears on a screen as a bright line. The value of critical angle depends on the wave length; therefore if drop is illuminated with white light, each colour forms a caustic at a slightly different angle, together observed as a colourful rainbow.

If multiple reflections inside the drop are considered, second and higher order rainbows can be described [3]. In conducted experiments we were able to observe several rainbows up to a very dim 6-th order rainbow. In figure 2a the first and fifth (on the dark, right side of first) order rainbow is seen.

The rainbow is the only pattern that can be described using spherical drop model. Description of patterns presented in figure 2b, c, d, e, f requires more advance theory. As it was shown in case of a rainbow, bright curves called caustics appear in places where many rays intersect the screen. In mathematical formulation those are critical points of functions illustrating rays direction. Several researchers, notably J. F. Nye [2] and M. V. Berry [4], investigated such light patterns and came to a conclusion that those patterns can be explained in terms of catastrophe theory.

**Catastrophe theory**

Catastrophe in physical system is defined as a sudden, qualitative change of the system’s behavior with a smooth change in external conditions [5] (for example water begins to boil with a smooth change of temperature). Catastrophe theory analyses degenerated critical
points. For one variable function those are points for which not only first but also second or more of higher-order derivatives become zero. Those points correspond to formation of caustics. Caustics form at bifurcations which divide areas where number of rays crossing each point differs by two. In order to determine number of rays passing through each point; all light rays are taken under consideration. Their optical path length depends on initial and end position of a light ray. Initial position of the ray (out of a parallel bunch of parallel rays) can be described by two coordinates (X, Y), and the end position (position on the screen) by three coordinates (p, q, r). On the basis of Fermat's principle, the path of light between two points is extreme (a minimum, maximum, or other type of critical point) with respect to time. Using this principle it is possible to find the number of light rays, coming from (X, Y), reaching a given by (p, q, r) point in space. In most cases, the function describing optical paths is complicated, and usually its expansion in Taylor series around interesting points - critical points - is investigated. Details of this procedure are presented in reference [6]. Catastrophe theory states that all such functions with 4 or less control parameters can be transformed around critical points, to a one of seven forms called elementary catastrophes, using only smooth transformations. Five elementary catastrophes of our interest are listed below:

1. Fold  \( A_2(x) = \frac{1}{3}x^3 + ax \)

2. Cusp  \( A_4(x) = \frac{1}{4}x^4 + \frac{1}{2}ax^2 + bx \)

3. Swallowtail  \( A_4(x) = \frac{1}{5}x^5 + \frac{1}{3}ax^3 + \frac{1}{2}bx^2 + cx \)

4. Hyperbolic umbilic  \( D_4^*(x, y) = x^3 + y^3 + axy + bx + cy \)

5. Elliptic umbilic  \( D_4^*(x, y) = x^3 - 3xy^2 + a(x^2 + y^2) + bx + cy \)

**Figure 7:** Bifurcation sets of elementary catastrophes: fold, cups, elliptic umbilic, swallowtail, hyperbolic umbilic. Exemplary cross-sections are shown next to each structure.
Variables $x$, $y$ and parameters $a$, $b$, $c$ are connected with coordinates $X$, $Y$ and $p$, $q$, $r$ by smooth transformations. The number of extremes of catastrophes depends on value of parameters $a$, $b$, $c$. (In discussed case - how many light rays cross given point of space.) In $(a, b, c)$-parameter space, boundaries between regions where the number of extremes differs by two - are surfaces, and define a bifurcation set of a given catastrophe. In figure 7 bifurcation sets associated with elementary catastrophes (listed above) are shown in $(a, b, c)$-parameter space. For example of elliptic umbilic, if a point $(a, b, c)$ is inside “triangular pyramid” there are two critical points (two light rays), if outside there are four (four light rays).

**Comparison of observed patterns with elementary catastrophes**

A pictures presented in Figure 2 are the most characteristic representatives of images captured during experiments. In performed investigation, used screen was a two dimensional object, so patterns observed on the screen were cross-sections of three dimensional structures. For explanation of obtained images in terms of catastrophe theory, they have to be compared with the cross-sections of the bifurcation sets of catastrophes. As one can see, cross sections of the bifurcation sets (see figure 7) and patterns seen in the figure 2 reveal several similarities. While discussing first-order rainbow (figure 2a) it was shown that caustic appears at the boundary between region where there are two rays and no ray leaving a drop. This is an example of the fold catastrophe where a cross section is a line. It is a boundary between values of parameter $a$ with two extremes and with none. Pattern seen in figure 2b is an example of cup’s catastrophe. Its caustic is similar to a cross-section taken through a cups catastrophe (figure 7b). By analogy to fold catastrophe one may expect that observed caustic is boundary between regions where number of rays crossing the screen through each point differs by two (bright-dark side). However it is not possible to proof experimentally how many rays cross the screen. Analogously pattern 2c was found to be example of hyperbolic umbilic, 2d - elliptic umbilic catastrophe. Patterns seen in figure 2e and 2f, could not be characterized as one of elementary catastrophe. They appear to be more complex structures, which are composed of simpler forms described above such as fold and cups catastrophes.

In mathematic formulation caustics correspond to critical points of functions describing light rays contributing to observed patterns. Such critical points in optics were investigated, and several scientists came to conclusion that they are well explained by catastrophe theory [2, 4]. In investigated case function describing light paths can not be found easily due to complicated shape of a drop. However, it seems that this function has several critical points that appear on the screen as caustics, similar to patterns obtained from catastrophe theory.

**Conclusions**

We constructed an experimental setup and recover optical patterns created by laser beam scattered on a drop of water suspended on a needle. Several light patterns were captured. It was concluded that bright curves in observed patterns are caustics. The simplest caustic appearing on the screen as a straight line pattern was labeled as rainbow and described in terms of spherical drop model. Obtained patterns were analyzed by means of catastrophe
theory. It can be concluded that observed light patterns are elementary catastrophes or composition of those elementary forms.

Dedication

The author would like to dedicate this paper to the memory of his teacher Mr. Stanisław Lipiński (the team leader of the Polish team to the IYPT 2010).
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1. Introduction

When a soap film is created and placed into the electrical field it deforms. Aim of this paper is to explore and explain why the electrical field affects the soap film. It will also investigate how the parameters: electrical field, distance from charge and radius of soap film determine the shape of soap film.

2. Theory

2.1. Soap film

Soap is a molecule that consists of two parts: long hydrocarbon chain and ionic end. Long hydrocarbon chain is non polar and therefore hydrophobic, while ionic end on the other side is polar and creates ion-dipole bond with water [Figure 1] It means that it is hydrophilic and soluble in water. Hydrophilic part of molecule orientates towards water molecules, while hydrophobic tends to be the furthest from water and goes to surface. This helps to visualize how the soap film looks in microscopic scale. It consists of two layers of soap separated with water layer. [Figure 2] If there is too high concentration of soap soluted in water soap molecules start to form clusters. While soap molecules are pretty compact on the surface, water molecules, ions and charges in water layer are free to move.

Since there are attractive Van der Waals forces between molecules, soap film as liquid in general, tends to have the smallest surface area. Because of the $E = \gamma S$ where $E$ is energy and $\gamma$ is surface tension, the liquid, or in this case soap film has a resistance to change of shape because it would mean greater energy.

2.2. Soap film in an electrical field

When we put soap film in an electrical field there are few possibilities: soap can be isolated in air, or can be grounded through the framework it is stretched on.

When it is isolated it means that it is neutral as a whole, and when it is put near charge the charged particles in water move and the charge redistributes. Opposite charges of the one creating field come in the middle and others go to the edge.
Charges in the middle are attracted to the charge creating field and soap film extends, as seen in the [Fig. 3.a]. In another case, when it is grounded and put near a charge, free charges come from or go into the ground. Now the number of positive and negative charges in soap film is not equal and film is charged as a whole. The soap film also deforms. Due to the radial electrical field the forces are not the same on all parts of the film. They are the strongest in the middle because there is the smallest distance. Since, in an electrical field electric force is additional force to soap film except of surface tension, now the net force is not zero until the film elongates.

While the value of extension depends on the grounded or not grounded and many other parameters, the direction of extension doesn’t depend on these cases. Polarity of charge doesn’t effect the direction of elongation of the film either. In one case positive charge in film comes in the middle of the film and in another negative comes in the middle but it always elongates towards the charge causing the electric field.

**Figure 3:** a)isolated soap film b)grounded soap film near charge (in radial electric field)

If soap film is in homogenous electric field e.g. between two oppositely charged plates a different behaviour occur. If the soap film is isolated nothing happens [Figure 4a]; there is no deformation because the force on positive and negative charges are equal but in opposite directions. If the soap film is grounded additional charges come to soap and they tend to be far from each other. The surface is stretching until achieving the equilibrium when electrical force is the same as the surface tension force. [Figure 4b] Instead of putting soap inside two metal charged plates (huge capacitor) soap was stretched on one of these two plates. Now if the plate with soap was isolated the 20kV wasn’t enough to notice the deformation that could be measured, and if the plates were too close sparks appeared. If the soap was grounded nice deformations were noticed and for this case theory will be presented later. This situation is almost the same as when grounded soap is between plates.

**Figure 4:** a) isolated b) grounded soap between two oppositely charged plates
2.3. Homogenous field

When the effect is achieved, it can be noticed that the deviation is small (less than 4 cm) and later when the shape was more precisely observed that it could be described as a parabola. Since the deformation was small two assumptions were made: the surface charge density is homogenous; \( \sigma = E \varepsilon_0 \) and secondly that parabola could be approximated as a part of the circle. From [Figure 4a] the equation of the parabola describing the shape of elongated film can be written: \( p(r) = ar^2 - p_0 \) and \( p_0 = aD^2 \), where \( a \) is coefficient of parabola, \((r,p)\) are \((x,y)\) coordinates of some point on the soap film curvature, \( p_0 \) is elongation and \( D \) is radius of the hole in plate. If it is approximated with a part of circle of large radius compared with radius of hole it can also be written \( p_0 = R - \sqrt{R^2 - D^2} \approx \frac{1}{2} \frac{D^2}{R} \), where \( R \) is radius of imaginary circle the soap is part of. From last three equations a relation between radius of imaginary circle and coefficient of parabola can be found: \( R = \frac{1}{2a} \). It can be noticed that parabola coefficient \( a \) shouldn’t depend on the radius of hole.

![Figure 5: a) geometry of soap film b) surface tension c) net force is zero](image)

When the film is elongated it means that resultant force is 0. It means that the surface tension force and electrical force are equal but in opposite directions. [Figure 5c] Surface tension acts in tangential direction [Figure 5b] but for the stabilisation (when film stop with stretching) only the vertical component matters. Total surface tension force is \( F_{st} = \gamma L = 2r \pi \gamma \) where \( \gamma \) is surface tension and \( r \) can be seen on [Figure 5b]. Using the geometry [Figure 5b] \( \alpha \sim \sin \alpha = \frac{F_{st,v}}{F_{st}} = \frac{r}{R} \) a vertical component is \( F_{st,v} = \frac{2r^2 \pi \gamma}{R} \). At the same time the electrical force is \( F_{el} = \sigma SE = E_0 E^2 r^2 \pi \). Net force is zero; \( F_{el} = F_{st,v} \). From that equation \( R = \frac{2 \gamma}{\varepsilon_0 E^2} \) and \( a = \frac{\varepsilon_0}{4 \gamma} \left( \frac{U}{d} \right)^2 \) is get; where \( U \) is voltage between soap film (plate on which soap was stretched) and plate and \( d \) is distance between those two plates.

2.4. Radial field
In this case the shape of the film is more complex and the surface charge density is no more homogenous. Moreover here is possible to observe case when soap film is grounded and when it isn’t. All these parameters affect the shape which was too hard to predict and explain theoretically because everything starts with the distribution of charges on surface which wasn’t possible to observe or determine. But the measurements were made. In all cases the effect of gravity was neglected because preresearches showed that the effect is too small to be measurable.

3. Apparatus

A voltage source from 1-25kV was necessary to create electrical field strong enough to deform film enough to be able to recognize it. The soap film was stretched on one metal plate with a hole. Plates with three different diameters of holes were used; 13, 26, 39 cm. And there was one without a hole. Between those plates was always isolator so there wouldn’t be arcing. [Figure 6a] A steel sphere was used to create a radial electrical field. It was put above the plate with soap film [Figure 6b].

A plate with hole was used instead of wire loop because of few reasons; it was shown that film is more stable and lasts longer when it was stretched on plate since on the surface of plate around hole could be some amount of soap to prevent soap film from bursting very fast.

![Figure 6: a) soap in homogenous field b) soap in radial field](image)

4. Methods

The shape was described with coefficient of parabola and the elongation. These two values were measured and determined from pictures made from side view. They were processed the program “ImageJ”. This way the dots of the shape were chosen and then a mathematical function could be fitted. The equation that determines shape was determined [Figure 7a,b].

![Figure 7: a) soap film photographed from side view, ready to process](image)
The extension of soap film and coefficient of parabola shape were determined for different diameters of soap film, different voltage and different distance from charged body or distance of plates. First soap film was stretched on a plate with a hole which was above another plate. These plates were at certain distance and voltage. Second case was with a radial electric field where a spherical metal ball was hold above soap film. A distance and voltage between plate and sphere was changed. Also the measurements for isolated and grounded soap film were conducted.

5. Results

5.1. Homogenous field

On [Graph 1] it can be seen that coefficient of parabola is proportional to the square of voltage which agrees with

\[ a = \frac{\varepsilon_0}{4\gamma} \left( \frac{U}{d} \right)^2. \]

The coefficient of line is free parameter, because too many parameters affect it which couldn’t be precisely measured. It can also be seen that after certain voltage dependence is not linear any more. It's because above that voltage the deformations become bigger and shape is more complicated. Moreover, assumption that the surface charge density uniform wouldn't be appropriate any more. Also, it was observed that the soap film becomes very unstable because of the water that seeps inside of soap film and starts to

![Graph 1: Parabola coefficient dependance on voltage](image1)

![Graph 2: Parabola coefficient dependance on voltage for different distanced from plate](image2)
form a droplet at the bottom. When a droplet drops soap film goes up and start to vibrate. Then again, it takes time for droplet to form, and after several iterations soap film burst. From [Graph 2] coefficient dependence on square of voltage for different distances of plates is noticed. These lines have different slopes. The coefficient $b$ is slope of lines which is shown on [Graph 3]. Here is clearly seen that they depend linearly on $1/d^2$ because

Graph3: Coefficient of lines from previous graph b; in dependence on distanced from plate

of $b = \frac{\varepsilon_0}{4\pi d^2}$. [Graph 4] shows that coefficient of parabola $a$ doesn’t depend on the radius of plate D. It is because for this linear part, extension is very small compared with radius of hole, which withdraws that radius of imaginary circle is much bigger than radius of hole. This was derived in theoretical part and now it can be seen from measurements. Due to that it is considered that for small deformations this theory is justified.

5.2. Radial field

In this case the shape of film was too complex so only the elongation was measured. In [Graph 5] extension $p$ for different voltage is shown for both grounded and isolated soap film. It can be seen that there is a difference, but it’s hard to say how important the difference is. It is logical that for isolated film greater voltage is necessary than for grounded because in grounded there are additional charges that came from ground and affect the electrical force. From [Graph 6] and [Graph 7] it’s seen that the diameter of soap film and distance from charged ball also affect the extension. For smaller radius the surface tension force is greater so bigger voltage is necessary for the same extension. Also if the steel ball is closer the electrical forces are greater so smaller voltage is needed for same extension. In case of radial field there is qualitative explanation but unfortunately quantitative conformation of measurements with theory is missing.

Graph 4: Parabola coefficient dependance on the radius of soap film

Graph 5: Extension $p$ for grounded and isolated soap film
6. Conclusion
The effect of shape deformation of a soap film in different electrical fields was observed. Two cases were studied; when a charged body is a sphere which creates a radial electrical field and if a charged body is a plate which creates homogenous field. If the soap film is between two oppositely charged plates there is no deformation because the forces on positive and negative charges inside of film are the same. That's why soap film was stretched on a hole in one of these parallel plates. Also two cases were studied, with isolated soap film and with grounded. If it was isolated the 20kV was not enough for film to elongate more than few millimetres and measurements couldn't be done. That's why the paper is orientated to grounded soap film. For small deformations the distribution of charges on film is uniform, and shape was represented as parabola, part of the circle and the quantitative predictions were made. Parabola coefficient which describes a shape is proportional to the square of voltage, and inversely proportional to the distance. It doesn’t depend on the radius of soap film. This was confirmed with the measurements and excellent agreement was achieved. In the case of radial field the shape was to complex and charge distribution wasn’t possible to determine so there is no quantitative theory but qualitatively the dependence of extension on voltage, distance and radius of film was explained.
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Problem: Create a soap film in a circular wire loop. The soap film deforms when a charged body is placed next to it. Investigate how the shape of the soap film depends on the position and nature of the charge.

1. The Soap Film Structure

Let’s start investigation of this problem by considering the soap film structure briefly. Soap film is formed by surface active agents (Surfactants). There are two layers of soap molecules, between which there is water (see Figure 1[1,2]).

A soap molecule is divided into positive Na⁺ and negative \(C_{17}H_{35}COO^-\) ions. Negative ions collect on the surface of film and they form surface structure. Between two layers of film there are water and Na⁺ ions.

![Figure 1. Soap film structure](image1)

Soap molecules play the important role in the film formation[1,2]:
- **Negative ions** \(C_{17}H_{35}COO^-\) form the surface structure of soap film;
- **Soap molecules** decrease the evaporation of water;
- **They also decrease** the surface tension.

Here we want to note that this difference in the positive and the negative ion distribution in a soap film leads to a very interesting phenomenon, which will be discussed below.

In some of our experiments we added a small amount of glycerin to soap, because the glycerin decreases the water evaporation from the surface and also stabilizes the soap film[1,2]. So, due to the glycerin a soap film gets an "extra duration of life" and becomes more elastic.

2. The experimental Setup

Now let us describe our experimental setup (for better quality color photos please see our presentation [3]). We used:
- A voltage source - an old CRT monitor, which provides 27 000 V;
- Electrodes of different forms;
- Different distances between the electrodes and the soap film;

![Figure 2. Experimental setup](image2)
• A metal loop (frame) for the soap film - grounded one and also not grounded;
• A dielectric loop (frame);
• Different sign of body charge (and this gave different results!!!).

3. A spherical charged body

We began experiments with an interaction between a spherical charged body and a soap film. In our experiments we used the frame for soap film of radius $a \sim 5 \text{ cm}$. Too small frames were not convenient for making observations and measurements, while too large – to get stable films and to avoid influence of even small air flows.

It was observed, that:

– As larger the distance $d$ between sphere and film - the less the influence (deformation);

– In the case of $d \sim 5 \text{ cm}$, the height $h$ of the film deformation in the center was about $1 \text{ cm}$ and the film remained stable;

– For the small $d \sim h$, the stable state did not occur. Film continued to stretch, discharge developed and film exploded.

Let us explain this theoretically. When the charged body approaches the film, the charges on the latter will be redistributed (since the film is a conductor) in the way to make the film equal-potential. Electric field on the film will be compensated by these redistributed (Induced) charges. On the film, near the external charge, the opposite-signed charges will gather (they are attracted by this external charge and thus the film will stretch towards it – see Figure 3), while far from it – the same-signed charges are gathered. Generally, the distribution of charges on the film will be quite complicated, but approximately the problem of “soap film-external charge interaction” can be solved by using the “Electrostatic Image Method”. We will assume the external charge as a point charge and the film shape as a spherical segment.

In such interaction the electrostatic force is balanced by the surface tension force. The latter can be calculated by means of Laplace equation while the electrostatic force between the charge and the film we calculated using an "electrostatic image method". Equating the Coulomb and the surface tension forces we can calculate the dependence of $h$ on the external sphere charge $Q$ and $d$. We will use the approximation, when the deformation is much less than the loop radius and the distance to the charged sphere.

**Electric force.**

Thus our assumptions are the following:

• The external field redistributes the charges on the film;
• The film surface is equal-potential;
• The interaction between the charge and the grounded sphere film can be "effectively" presented as the interaction between the two point charges;
• The value and the place of "effective" charge must give equal-potential film surface;
• We assume that the film is a sphere segment $ABC$ of the height $h$;
• AC – the loop (frame) of a radius $a$;
• $Q$ – the external charge, at the distance $d>>h$;
• $q'$ – the "effective" charge at the distance $x$ from the loop.

From the Figure 4 the condition of $\varphi_B = \varphi_C = 0$ (a grounded film) leads to the following values:

$$x = \frac{2a^2 h-a^2d+h^2d}{a^2+2dh-h^2}; \quad q' = -Q \frac{a^2 + h^2}{a^2+2dh-h^2},$$  \hspace{1cm} (1)

and the effective electrostatic interaction force will be:

$$F_k = kQ^2 \frac{(a^2+h^2)(a^2+2dh-h^2)}{4(d-h)^2(a^2+dh)^2}. \hspace{1cm} (2)$$

This force must be balanced by the surface tension force.

**Surface tension force.**

Using the Laplace formula $P_l = 4\sigma_0/R$ and taking into account, that $R = \frac{a^2+h^2}{2h}$

we obtain

$$p = \frac{4\sigma_0}{R} = 4\sigma_0 \left(\frac{2h}{a^2+h^2}\right).$$

If we write down $F_l = pS$, we will get that the force of the surface tension is $F_l = 8\pi\sigma_0 h$.  \hspace{1cm} (3)

**Balance of Electrostatic and Surface tension forces.**

Using the force equilibrium condition $F_k = F_l$ for (2) and (3) we get:

$$kQ^2 = \frac{32\pi\sigma_0 h (d-h)^2(a^2+dh)^2}{(a^2+h^2)(a^2+2dh-h^2)}. \hspace{1cm} (4)$$

It is quite a complicated formula, so to make it clearer, let us use the approximation, when $h << a;\ h << d$. We can do it in our case, since the film stretch in our experiments was small compared to the frame radius. In this approximation the equations (1), (2), (4) get the form:

$$x \approx 2h-d; \quad q' \approx -Q; \quad F = kQ^2/(4d)^2; \quad kQ^2 = 32\pi\sigma_0 hd^2,$$

where from we get the dependence of $h$ on $Q$ and $d$:

$$h = \frac{k}{32\pi} \cdot \frac{Q^2}{\sigma_0 d^2} = \frac{1}{128 \pi^2 \varepsilon_0} \cdot \frac{Q^2}{\sigma_0 d^2}. \hspace{1cm} (6)$$

Let's calculate $h$ for our experiment. This dependence is given on the graph. For a 1 cm radius charged
sphere, at the potential $\phi = 27000 \text{ V}$, we get:

$$Q = C\phi = 4\pi\varepsilon_0 r \cdot \phi \approx 3 \cdot 10^8 \text{ Coulomb}.$$ 

Noting that $\sigma_0 \approx 25 \cdot 10^{-3} \text{ N/m}$, for the distance $d = 5 \text{ cm}$ from (6) we get $h \approx 1 \text{ cm}$, that is quite near to our experimental results.

Let us make some notes. From (3) and (2):$F_l \sim h; F_k \sim 1/(d-h)^2$. If $h \ll d$, the $F_l$ increases with $h$ faster than $F_k$. So the stable equilibriums reached. If $h \sim d$, situation is opposite - $F_k$ increases with $h$ faster than $F_l$, so the film stretches and explodes.

4. **A flat charged body**

By the flat charged body the film deformation was larger (see Figure 6) because the field was stronger. However without grounding the stretch of the film was significantly less because in that case the ions could not “leave” the film.

6. **An approximately uniform field**

To obtain the uniform field we used two parallel large lids. The bottom lid was grounded while to the top lid the high voltage was applied. The film was formed on a plastic (dielectric) loop. In the uniform field the film did not stretch, due to the force symmetry. In the strong field the film simply was torn by the forces acting on the positive and negative charges.

7. **Interaction of film with charged nail**

In this case the soap film did not stretch out, but the dip was formed, as if there blew the wind from above (see Figure 7). The observed dip (instead of a "hill") was caused by so called "electric wind", which blew rather strong and this strength was greater than the strength of attraction. Electric wind takes place when the density of charge on the electrode is very high (like the case of nail-type sharp electrode) and electric field near it is very strong. The field at the bottom of the nail polarizes the air molecules and strongly repels the electrons. They hit the film and form the above-mentioned dip. The fact that this wind was caused by charged particles we proved by the following experiment. Instead of soap film we placed the detector of charged particles and it fixed a large amount of accelerated particles.
8. Interaction of film with small-headed charged body

In this case the observed behavior reveals both processes—the electric wind and the attraction towards electrode. Both—the "dip" and the "hill" are formed (See Figure 8).

9. The asymmetry with respect to the change of poles

As we mentioned in the beginning of this article, the difference in the positive and the negative ion distribution in soap film causes a very interesting phenomenon. It took place when we changed the poles, i.e. the charge sign of the body. It seems to be the most interesting result and now let's carefully consider it.

In our experiments we observed, that change of the poles (i.e. charge sign of the body) affects the shape and the color of discharge on the soap film. Parameters of spark are dependent on the sign of the electrode charge. When electrode was charged positively, discharge was spread and yellow, while when the electrode was charged negatively, discharge was bluish and straight.

What is the reason of this?

At high temperatures the atoms emit the electromagnetic waves (photons). Frequency of emitted light depends on the transition energy between two levels in atom: $E_{\text{Photon}}=h\nu$, where $h$ – is Planck constant, and $\nu$- frequency of emitted light.

It is known, that Sodium (Na) emits yellow light, while Nitrogen - bluish-lilac light. Thus we can conclude that when electrode is charged negatively the light is emitted by the atoms of Nitrogen (which are present in air) while in the case of positively charged electrode, the light is emitted by Sodium (Na) atoms. Why it is so?

The Negative external charge accelerates the electrons toward the film. The accelerated electrons strike the Nitrogen atoms of air and cause their bluish-lilac emission. Also, in this case the positive Na$^+$ ions in soap are attracted by the negative external charge, move along the film freely towards the point nearest to this external body, concentrate there and cause the straight form of discharge.

In the case of positive external charge heavy ions of air accelerate towards the film. These ions hit the film and punch out of it the positive Na$^+$ ions which form the "cloud" above the film. So the discharge proceeds in this "cloud" of positive Na$^+$ ions. This gives the yellow color of discharge. Besides, in this case the punched out Na$^+$ ions are attracted by the negative ions of soap (these negative ions form the soap film structure and are more or less "spread-fixed" around the film surface area). Thus
the discharge becomes more "spread" (here we see the discharge shape asymmetry with respect to pole sign. It is caused by the soap film ionic structure – different “flaw freedom” degree of the positive and the negative ions). In this case we also saw that most upper part of the spark (which is above the cloud of positive Na\(^+\) ions) is blue, while the main yellow region is within the cloud of the punched out Na\(^+\) ions.

As we observed, the discharge destroys the film.

**10. Conclusion.**

In this work we studied the soap film interactions with the charged bodies. The different shapes of the charged bodies were tested and the resulting film deformations were examined. We found out that film deformation strongly depends on:

- The shape of the charged body
- The charge value
- The distance from the film
- The grounding of the loop on which the film is formed
- The soap film structure

Also, a very interesting phenomenon of the discharge asymmetry with respect to the change of poles was observed. In the case of Negative external charge the straight bluish-lilac discharge takes place, while in the case of Positive external charge – the "spread" yellow discharge. We explained it by the specific ionic structure properties of a soap film.

Finally I want to thank my grandfather Tengiz Barnaveli for his help in the experiments with the high voltage.
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Introduction

This task asks us to investigate a very interesting phenomenon, which was first observed over a century ago

1 if a wire with weights attached to each end is placed across a block of ice, this wire may pass through the ice without cutting it.

In our work, most experiments were held in the room with air temperature 23°C (unless otherwise mentioned); for producing ice blocks we had used usual ice cube tray, which was filled with usual water and placed in the refrigerator at temperature of

-11.5°C for at least 12 hours.

It should be noted, that ice blocks, produced such way, have a non-transparent region in their central part. It happens due to the presence of air and other gases, dissolved in water. These gases can’t freeze together with water, and when it crystallizes they just leave it. However, when a vessel with water is put in a refrigerator, first the outer parts of water will turn into solid state, and gasses in the still liquid water in the inner part will be captured inside. And when this water finally crystallizes, gases form small bubbles, which make ice non-transparent2,3. Certainly, they also change mechanical and thermodynamic properties of the ice, and it’s difficult to predict how exactly. Fortunately, the non-transparent region wasn’t very big, so it was possible to make a cut through ice without entering it; so, in our experiments we were placing wire so that it would go only through the transparent region.

Experimental setup

Scheme of our experimental setup is presented in fig. 1. A block of ice is placed onto a piece of wood, which is mounted in two supports. Wood is used because due to less efficient heat exchange it reduces melting (compared to the ice, mounted directly into metal supports). There is a slit made in the wooden block, so that wire could continue moving down after exiting ice cube. In all our calculations we have assumed, that wire inside the ice isn’t curved. To achieve it in experiment the wire is mounted in a fretsaw, instead of its blade. Load is attached to the fretsaw.

Qualitative explanation

Already first experiments had shown that effect, described in the problem, does take place: ice really remained in one part. But we also had noticed that even two originally separate blocks of ice tend to become one. If environment temperature is positive, there is a thin layer of melted water on the ice; and when two ice cubes are put in contact, heat from this water is “sucked” by ice; thereby, water crystallizes,
connecting two blocks together. However, after it had happened, there is no slit on the surface of the ice in the place, where cubes had connected. And if wire passes through the ice, it lefts a notable slit; it proves that these are two different phenomena.

But what have happened to the ice, which was in the place of the slit? Surely, it had melted. And, for some reason, it was melting faster than all other ice. This reason is additional pressure, applied by the wire. This effect is called “regelation”, and was first observed by Michael Faraday. The matter is that volume of a portion of ice at the temperature 0°C is bigger than volume of the same portion of water at the same temperature; therefore, if we apply pressure to the ice, we help it to decrease its volume, correspondingly, assisting in melting. For example, if ice is under pressure of 130 bar, it will melt at the temperature -1°C. And in atmospheric pressure ice melts at 0°C. Approximating, that between these two points dependence of melting temperature on applied pressure is linear, we can write:

\[ T(P) = \frac{P}{129} \cdot \frac{-1°C}{1} \]

where P is applied pressure, and T(P) is temperature at which ice will start melting.

So, let’s describe what’s exactly happening in our experiment. When a wire is placed across an ice cube, pressure is applied to a small portion of ice, so it melts at negative temperature (it certainly requires some heat, but it comes from the surrounding air). Once it is turned into water, pressure pushes it upwards, around the wire. During this movement water heats up almost to 0°C. But when water reaches the top side of the wire, there is no more pressure; water now is super-cooled, therefore it instantly crystallizes, releasing heat. This heat is transferred down through the wire and is used to melt a new portion of ice. And the cycle repeats.

This theory is proven by the fact that wire leaves a turbid trace in the ice. It occurs exactly because of super-cooled liquid crystallization. Liquid starts to crystallize around different dirt particles; so a lot of crystals is growing at the same time. That is why not one solid crystal is formed, but a set of small ones. Borders between these crystals scatter light, making the whole structure less transparent than usual crystal of ice.

**Quantitative analysis**

Our theory states that all the ice involved in the cycle one time melts into water, and one time heats up. Thereby, total heat required is:

\[ Q_t = cm(0°C - T_0) + \lambda m; \]

where c is ice’s heat capacity, \( \lambda \) is specific heat of fusion, \( T_0 \) is original temperature of ice, and m is mass of ice under the wire, it can be calculated as \( m=\rho \cdot \pi \cdot d^2 \cdot l \); where \( \rho \) is ice’s density, h is height of the ice block, d is wire’s diameter and l is length of the part of the wire which touches ice. Now, if we approximate our system as closed (no heat enters or leaves the system) than all this heat have to pass through the wire. Heat flux through the wire is:

\[ W_i = \frac{K \cdot (0°C - T(P)) \cdot S}{d}; \]

where K is wire material’s heat conductivity, S is area of contact of wire with crystallizing water. Thereby, time, required for the wire to pass through the ice, is:

\[ t = \frac{Q_t}{W_i} = \frac{\rho \cdot \pi \cdot d^2 \cdot l (c(T_0) + \lambda)}{K M g}; \]
where $M$ is total mass of the weights attached to the wire.

**Experimental analysis**

In the last formula time is proportional to the square of wire’s diameter and inversely proportional to the mass of load. We had checked correctness of these dependences for the nichrome (heat conductivity 12 W/(m*K)) wires (fig. 2). It can be seen, that dependence of the time of cutting on the load’s mass is correct; however, we can’t be so sure about dependence on wire’s diameter. The matter is that for precise measurements we had needed wires of different diameter, but 100% identical chemical composition; and we found only three such nichrome wires. In the fig. 2 this dependence is fitted by parabola, using the fact that it should go through (0; 0) point. It can be seen, that dependence is close to parabola; but due to the number of experimental points, we can’t state that dependence is proven. We can only say that for nichrome increase in wire’s diameter increases time, required for cutting; thus, at least qualitatively proving theory.

But these dependences do not work for the copper (heat conductivity 382 W/(m*K)) wires at all. As shown in Table 1, not only cutting time now decreases with increase of wire’s diameter, but also there is almost no dependence on the load’s mass.

![Figure 2. Left plot shows cutting time subject to loads mass for the nichrome wire (d=0.4 mm), fitted by hyperbola; right is time of cutting for three nichrome wires with 6 kg weight attached, fitted by parabola](image)

**Table 1.** Cutting times for copper wires with different parameters

<table>
<thead>
<tr>
<th>Wire’s diameter, mm</th>
<th>Load’s mass, kg</th>
<th>Cutting time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>5</td>
<td>18 min 20 s</td>
</tr>
<tr>
<td>1.35</td>
<td>5</td>
<td>8 min 50 s</td>
</tr>
<tr>
<td>1.45</td>
<td>5</td>
<td>8 min 08 s</td>
</tr>
<tr>
<td>1.45</td>
<td>1</td>
<td>9 min 20 s</td>
</tr>
</tbody>
</table>

We had explained the failure of our theory for copper wires by its heat conductivity: copper’s heat conductivity is about 8 times higher than nichrome’s. For nichrome, we could ignore heat inflow from the environment through the wire; and for copper such inflow is significantly higher, and our approximation of system as closed doesn’t work anymore.

This idea successfully describes what we see in Table 1: if we increase wire’s diameter we increase heat income from environment; if mass of load is changed, it affects temperature of water melting, which is, in this case, less important.
Realization of the closed system for copper

In order to prove correctness of these explanations experimentally, we had run an experiment, where all heat exchanges with surroundings were reduced to minimum. Whole setup had been moved outside (temperature of air was 0.5°C); melting snow had been put around free ends of the copper wire.

Results of the experiment can be seen in fig. 3. At first wire was moving very slow – the heat, required for melting of the first portion of ice, was being accumulated; the fact that it took so much time proves that heat inflow was very small. It is also interesting to note, that if temperature of surroundings is lower than melting temperature of ice under given pressure, then process won’t start. Since even with high load’s masses this melting temperature is only slightly smaller than zero, we hadn’t observed wire cutting the ice if air temperature was lower than 0°C. While heat was being accumulated, ice under the wire was melting; finally, enough ice had melted, so that water had covered the upper side of the wire. Once it had crystallized, enough heat was released to melt another portion of ice; the cycle started; velocity of wire significantly increased. But after it, velocity remained constant until the end of experiment, proving that not only no heat enters the system, but also that losses of heat during cycle are negligible.

Quantitative analysis of not-closed system

First, it is required to take into account heat income. Since above the wire temperature is 0°C and under it it’s T(P), we can approximate, that whole wire has temperature T(P)/2. By measuring temperature of the wire with thermocouple at various distances from the ice cube we had found, that distance y between the last point of wire, where temperature is equal to air one, and the first point where it is equal T(P)/2, is about 3 cm. Thereby heat flux through the one side of the wire:

\[ W_2 = \frac{K \cdot (T_{\text{air}} - T(P)) \cdot \pi d^2}{4y}; \ y \approx 3 \text{ cm}; \]

where \( T_{\text{air}} \) is air temperature. Since wire has two ends, total income of heat from environment is \( 2 \cdot W_2 \).

Fig. 3 had shown that amount of heat, spread into ice is negligibly low; however, for full description of the not-closed system we had decided to take these losses into account too. We had frozen a block of ice with several thermocouples in it; then we let the wire cut the ice, while measuring temperature through all thermocouples. It had shown that on the distance of about 1 cm from the wire ice’s temperature hasn’t changed during experiment. Assuming that heat escapes from the wire, and from the zone above wire, heat flux into one side can be calculated as:
\[ W_3 = \frac{K_{\text{air}} \cdot (T(P) - T_0) \cdot 2dl}{x}; \ x \approx 1 \text{ cm}; \]

Total lack of heat will be \( 2 \cdot W_3 \).

Finally, we had also taken into account that specific heat of fusion also depends on the temperature, at which melting occurs: for water at 0°C \( \lambda = 330 \text{ kJ/kg} \), and at -7°C it’s 317 kJ/kg. Once again, in this part the dependence can be approximated as linear; which means that dependence on the pressure is also linear:

\[ \lambda(T) = \lambda(T(P)) = 330 \frac{kJ}{kg} - \frac{13}{7^\circ C} \cdot T(P) \]

So, now total heat, which is required for melting ice, equals:

\[ Q = \rho h d l \left( c \left( 0^\circ C - T_0 \right) + \lambda(T(P)) \right); \]

and total heat flux, coming to the melting ice, is:

\[ W = W_1 + 2 \cdot W_2 - 2 \cdot W_3 \]

Combining all this we are now able to write a formula for finding time, required for cutting through the ice, if system can’t be approximated as closed:

\[ t = \frac{Q}{W} \left( K \left( 0^\circ C - T(P) \right) l - \frac{1}{x} \cdot 4 \cdot K_{\text{ice}} \cdot \left( \frac{T(P)}{2} - T_0 \right) \cdot dl + \frac{1}{2y} \cdot K \cdot \left( T_{\text{air}} - \frac{T(P)}{2} \right) \cdot \pi d^2 \right) \]

Since it is hard to remember all these symbols, they are listed in the Table 2:

**Table 2.** List of symbols, used in the formula for finding time, required for cutting through the ice, if system can’t be approximated as closed

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>Ice’s density</td>
</tr>
<tr>
<td>( h )</td>
<td>Height of ice block</td>
</tr>
<tr>
<td>( d )</td>
<td>Wire’s diameter</td>
</tr>
<tr>
<td>( l )</td>
<td>Length of wire’s part, which touches the ice</td>
</tr>
<tr>
<td>( c )</td>
<td>Ice’s heat capacity</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>Original temperature of ice</td>
</tr>
<tr>
<td>( \lambda(P) )</td>
<td>Ice’s specific heat of fusion (linearly depending on pressure, applied by the wire)</td>
</tr>
<tr>
<td>( K )</td>
<td>Wire material’s heat conductivity</td>
</tr>
<tr>
<td>( T(P) )</td>
<td>Ice’s melting temperature (linearly depending on pressure, applied by the wire)</td>
</tr>
<tr>
<td>( x )</td>
<td>Distance between the wire and point of ice block, where temperature does not change during experiment</td>
</tr>
<tr>
<td>( K_{\text{ice}} )</td>
<td>Ice’s heat conductivity</td>
</tr>
<tr>
<td>( y )</td>
<td>Distance between the last point of wire, where temperature is equal to air one, and the first point where it equals ( T(P)/2 )</td>
</tr>
<tr>
<td>( T_{\text{air}} )</td>
<td>Air temperature</td>
</tr>
</tbody>
</table>

**Conclusions**

Because of the pressure ice under wire melts at negative temperature; in liquid form it goes upwards and freezes back under the wire, creating turbid region. Then cycle continues again and again.
If temperature of surrounding air is close to 0°C (but still positive), then this system can be described as closed; wire cut through the ice with constant speed, proving, that heat losses are negligibly small. For materials with low heat conductivity this system also can be approximated as closed; however, for materials with high heat conductivity it is necessary to take into account income of heat from the environment through the wire. To improve mathematical model further, it is possible to calculate heat losses and affect of melting temperature on the specific heat of fusion. It should be noted that wire must go through the transparent region of the ice block, because properties of the non-transparent region are significantly different.
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1. Introduction

Light guide is a fiber-optic cable which is used to transfer signal (light pulses). This is one of basic ways of information transfer. It is wide spread in computer networks, telecommunications, medicine, fiberoptic etc. Usually is made from glass, quartz or plastic. In this paper, research of the properties of water which enable water jet to serve as a light guide is presented. Colladon's apparatus for so called "light fountain" or "light pipe" from 1840 was constructed. The main goal was to determine how intensity of transferred light and length of jet capable to transfer light depend on the shape of the jet. Experimental results are described and compared with a computer model.

2. Apparatus

The apparatus was very similar to Colladon's apparatus [Figure 1] but with few extra improvements so the measurements could be done. [Figure 4] A large transparent vessel with a horizontal nozzle and a laser (He-Ne laser, 630nm) was set. The nozzle and laser were in the same horizontal level and laser was pointed into the nozzle so it could enter a water jet leaving the nozzle. Nozzle had to have perfectly smooth walls and narrow toward the end so it could prevent turbulences to appear. The plastic end of pens turned better of any other glass of metal tubes.

3. Materials and methods

In the beginning in vessel was 10 liters of water and the jet was almost horizontal. As water seeped, because of the reducing height of water in the vessel and hydrostatic pressure, the output velocity also reduced so the curvature of water jet became steeper. Every few seconds the intensity of light in jet, always in the same vertical distance form nozzle, was measured. A photo resistor was set so that it could be moved horizontally. It had larger sensor surface than the cross section of jet so that when it was placed inside of jet all light came onto the sensor. At the same time the jet was photographed so measurements could be taken and curvature could be determined mathematically (the coefficient of parabola).

Figure 1: Colladon's apparatus [4]

Figure 2: a) the effect ("dark" and red part) b) reflections inside a jet (in opaque water)
3.1. Measuring the length of laminar part of the jet

There were two phases in the jet; “black” and red part (since the laser was red). First part where jet was “dark” and smooth was part where the light was completely inside of the jet and wasn’t coming out (in our eye) so it couldn’t be seen (in the dark). After some length, the jet wasn’t consistent (smooth) any more and started to turn into drops. This part of the jet was always bright and red because light started to come out of the jet. Here it couldn’t serve any more as a light guide. Goal was to determine how the length of laminar part of the jet depends on the shape of the jet. Laminar part is important because only this part of jet can conduct the light. It was photographed and pictures were processed with program “ImageJ”. The coefficient of parabola which jet described was calculated and the length of the curve of “dark” part of jet was measured. As a reference for dimensions there was a ruler photographed in the picture.

3.2. Measuring the intensity of light

As the shape of jet and parabola coefficient changed; due to the geometry optics, the intensity of light that stays inside of the jet also changed. Also, intensity which came to the place of measurement changed. It was measured always on the same vertical level (about 5 cm below the output level) in “black” part of jet. At this place a photo resistor was put and the resistance was measured since it depends on intensity of light. The dependence of intensity on electrical resistance (of photo resistor) is not linear and it was necessary to calibrate it.

Some materials (e.g. glass plates) absorb the light that passes through them. Changing the number of glass plates the total absorption was changed so the intensity of light on resistor too. The light absorption is proportional to the number of plates. Different number of them was put between laser and photo resistor. [Figure 3] The dependence of resistance on number of glass plate was determined. [Graph 1]
The same procedure was repeated with photo diode instead of resistor and voltage was measured. It was known that the dependence of voltage on light intensity was linear. This way the dependence of voltage on the number of plates N was determined. [Graph 2] Since for the photo diode is \( I \propto U \) (I as light intensity) and the previous calibrations gave these relations; \( R \propto (N)^3 \) and \( \frac{1}{U} \propto (N)^2 \) it followed that the dependence of intensity on electrical resistance of photo resistor is: \( I \propto \left(\frac{1}{R}\right)^{\frac{2}{3}} \).

The area of photo resistor was larger than the area of cross section of jet for all diameters of nozzle. This way all light inside of the jet was absorbed by the resistor.

Now when it was known how to get the intensity from resistance and when the apparatus was constructed [Figure 4] and the method were developed the measurements could be done.

4. Theory

There are two main reasons for the loss of the light: hydrodynamic and optical. Hydrodynamic reason is the decomposition of the jet. Because of the gravity the velocity of water increased and since the flow rate has to be constant, the diameter of the jet decreased. On the surface of the jet there are always small fluctuations called Plateau-Rayleigh fluctuations, no matter how laminar the jet is. If the perturbations are decomposed into sinusoidal components, it can be seen that some components grow with time while others decay with time. Among those that grow with time and increase of velocity, some grow at faster rates than the others. In addition, the jet narrows over the path due to continuity equation, so jet turns into drops. These turbulences are unpredictable and it’s very hard to theoretically determine the place at the jet where they will cause leakage of light from the jet. That’s why it was photographed.

Second reason is optical. In different mediums light spreads with different velocity and has a different wavelength and that’s why it refracts or reflects when it comes to the border between two different mediums. What will happen with light when it comes to border depends on the input angle and refractive index. If input angle is smaller than the boundary angle (for water it is 48.6°) the light passes in second...
medium but with different output angle. This angle is determined by the Snell’s law. If the input angle is greater than boundary angle, the total internal reflection happens and it means that the light stays in the previous medium, and the 100% of initial intensity is preserved. It is important not to forget that even if the most of the light refracts still some percent of the initial light and it's intensity stays in initial medium. This percentage is determined with the formula:

\[ K = \left( \frac{n_1 \cos \alpha - n_2 \cos \alpha}{n_1 \cos \alpha + n_2 \cos \alpha} \right)^2 \]

**Formula 1**: Percentage of light that stays inside of jet in dependence of the input angle

5. Computer simulation

This math model was made to calculate the intensity of the light at the end of the “dark” jet. Simulation required some approximations. Considering jet as a projectile motion of water particles it’s shape could be written in perfect conditions as \[ y = -\frac{g}{2v^2} x^2 \]. In program, jet was presented with two parabolas. They had same formulas but one was translated above another for the value of the diameter of the nozzle. [Figure 5] It was assumed that the first reflection has the lowest angle of incidence, so if the ray gets reflected first time, it will reflect later as well and the intensity will stay unchanged after first interaction. That’s why in the program only the place where laser ray strikes the edge of the jet first time was observed. [Figure 6]

![Figure 5](image-url) Jet and laser represented in program

![Figure 6](image-url) First intersection of laser ray and jet parabola

The laser beams were simulated as a set of parallel lines. [Figure 5] This is how the program worked: 1. for each line the intersection with beam parabola is found 2. angle between laser ray and straight line perpendicular to the parabola is found 3. if the angle is greater than the boundary one the percentage of intensity stays 100, if the angle is smaller the percentage is calculated by the formula [Formula 1] 4. intensities are multiplied with 1/n if there is n observed rays and than summed 5. this procedure is repeated for different parabola coefficients so the measurement with different output velocities are simulated.

6. Results and discussion

6.1. Dependence: Intensity of light - coefficient
The intensity of light that stays in jet after first refraction (until the beginning of the dissipation of the jet) decreases steeply as the coefficient of the parabola starts to increase. Later it becomes almost a constant. [Graph 3] As criteria of a good light guide it was taken a number of 30% of initial intensity that has to be preserved. This number was an arbitrary number that was chosen on basis of measurements. From graph it can be seen that the maximal coefficient of parabola for jet to still be “good” light guide is 0.2.

In graph the line represents the computer model and dots measurements. Theory and measurements agree very well. It confirms theory that only the first intersection is important and that it is satisfactorily to present the jet as two identical parabolas.

6.2. Dependence: Length of the laminar part of the jet – coefficient

The length of the laminar part of the jet wasn't possible to predict theoretically because the turbulences appear after only few centimeters from the nozzle, but the question is when they significantly influence on the refraction and reflection. In [Graph 4] the measurements of the length of curve of “black” part of the jet from taken pictures are shown.
6.3 Influence of the diameter of the nozzle

The diameter affects the coefficient of the parabola. The thicker the jet is for the same height of the water in the vessel, coefficient is smaller which means that the jet is more horizontal. [Graph 5] It may seem contradictory but it’s because of the friction with nozzles which can’t be neglected. In case of greater diameter the friction with nozzles smaller effect on the outcome velocity. That’s also why the velocity couldn’t be determined from the height. The diameter was from 1.5mm to 4.5 mm.

![Graph 5: Influence of diameter of the nozzle on the coefficient of parabola](image)

7. Conclusion

The goal of research was accomplished. Conditions under which the jet operates as a light guide were determined. If it has a coefficient of parabola which describes its shape smaller than 0.2, then it preserves more than 30% of initial light. This 30% of intensity that was declared as a boundary for water jet to be a “good” light guide because no matter how steep the curvature of jet is, it always leads some amount of light till the end (where it turns into drops), but after this 30% the intensity decreases really slowly with tendency of becoming a constant as the coefficient is increased. Moreover, for smaller coefficients the length on which this intensity of light can be transported (length of “black” jet) is longer. Diameter of the jet affects the outcome velocity and the coefficient for the same height of water in vessel. The best light guide possible to achieve is with big diameter of the nozzle, and a lot of water in vessel so the coefficient is smaller.

This solution gives intensity dependence on water path parabola coefficient which is not very practical. A more useful solution would be dependence on initial jet velocity. However, it wasn’t practically feasible to measure jet velocity for different coefficients. Also it wasn’t possible to determine velocity neither theoretically because of the unknown friction with nozzles.

In comparison with industrial light guides composed of glass or plastic this light guide made of water stream guides light at shorter distance due to greater absorption of light and disintegration of water stream.
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Problem: A metal rod is held between two fingers and hit. Investigate how the sound produced depends on the position of holding and hitting the rod?

Abstract
When someone hits the metal rod - compression, bending and torsion waves are excited. We can hear the sound created by these waves. We investigated the types of waves depending on how one hits the rod and the modes of the waves depending on the place one holds the rod. Also damping of these waves was investigated.

We found that the frequency of a standing wave depends on where we hold the rod - if one holds the rod in the place where are nodes of several modes, all these modes occur. Touching the rod at the ends will stop the sound. The frequencies of bending waves are lower than of compression waves. Damping of waves depends on the frequency.

1. Wave types in rod

It is clear, that the sound appearing when someone hits the metal rod is created by the waves which originate in the rod due to hit. So let us list down different types of waves which can be originated in the rod. They are of three types.

A. Quasi-longitudinal Compression waves (Fig. 1a).
They are Quasi longitudinal due to transverse strains – as rod stretches, it grows thinner.

B. Bending waves (Fig.1b). These waves involve both compression and share strains. Their velocity depends on frequency so they are dispersive.

C. Transverse Torsion waves (Fig. 1c). They represent a lateral displacement $\chi$ which varies with $x$ and gives rise to a shear strain. In thin rod torsion shear waves travel at a speed which is always little less than longitudinal wave speed.

The type of waves arising in a thin rod depends on the way one hits the latter.

When one hits a rod along its axis, type (A) waves do arise (Fig 2a). Of course if the hit is ideally central. Such waves arise also if one slide the fingers along the rod. When one hits the rod normally to its axis, two types of waves – (A) and (B) do arise. When one hits the rod tangentialy to its diameter (Fig 2c), all three types of waves are generated because it will strain, bend and compress.

Now let us discuss all these cases. Let us start with longitudinal waves.
2. Longitudinal waves

Compression waves in a thin bar or rod are described by a one-dimensional wave equation of the second order \[^2\]:

\[
\frac{\partial^2 w}{\partial t^2} = \frac{E}{\rho} \frac{\partial^2 w}{\partial x^2} = C_L^2 \frac{\partial^2 w}{\partial x^2},
\]

(1)

where \( w(x, t) \) is an axial displacement of a small volume element, \( x \) is coordinate along the rod, \( E \) is Young’s modulus, \( \rho \) is the rod density. From this equation one concludes, that such waves propagate along the rod with the velocity

\[
C_L = \sqrt{E/\rho}.
\]

(2)

(Here the thin rod approximation was used. In a thick rod the longitudinal wave speed decreases slightly at the high frequencies due to the effects of the lateral inertia \(^{[1,2]}\)). Harmonic standing wave solution of the wave equation (1) for the boundary condition when the ends of the rod are free has the following form \(^{[2]}\):

\[
w = A \cos\left(\frac{n\pi}{l} x\right) \cdot \cos\left(\frac{n\pi c_L}{l} t - \varphi\right)
\]

(3)

With the frequency modes

\[
\nu_n = \frac{\omega}{2\pi} = n \frac{c_L}{2l}; \quad n = 1,2,3, ... \]

(4)

and corresponding wave lengths

\[
\lambda_n = \frac{c_L}{\nu_n} = \frac{2l}{n}; \quad n = 1,2,3, ...
\]

(5)

For clear understanding we can represent these modes in the following way (Fig. 3). The Abscissa axis is along the rod, while on the Ordinate axis we can show the vibration amplitude. In the places of nodes there is no vibration, while in the places of antinodes the vibration amplitude is the largest \(^{[4,5]}\).

Here from, we can conclude, that in order to get some particular frequency modes, one must hold the rod in the node places of these modes. For example let us consider first three harmonics.

**The First Harmonic:**

From (4) and (5) we can see that wave length \( \lambda_1 = 2l \); frequency \( \nu_1 = \frac{\sqrt{E/\rho}}{2l} \); The nod position can be calculated assuming that the left end of the rod is anti-node and nearest nod to it is at \( \lambda/4 \) distance, i.e. for the first harmonic nod is at \( x = l/2 \).

**The Second Harmonic:**

Similarly wave length \( \lambda_2 = l \); frequency \( \nu_2 = \frac{\sqrt{E/\rho}}{l} = 2\nu_1 \); nod position at \( x_1 = l/4 \); \( x_2 = 3l/4 \).

**The Third Harmonic:**
Wave length $\lambda_3 = 2l/3$; frequency $v_2 = \frac{3\sqrt{E/\rho}}{2l} = 3v_1$; nod position at $x_1=l/6; x_2=l/2; x_3=5l/6$.

Using similar calculations we can find the parameters of higher modes. Note, that all these vibration modes ($n = 0, 1, 2, 3, 4, 5,...$) have the same longitudinal speed of sound propagation in the rod $c_L=\sqrt{E/\rho} = v_1\lambda_i$.

3. Experiments with Longitudinal waves.

Now let us try to excite the quasi-longitudinal waves in the rod and investigate the sound we'll hear.

To make rod sound clearer and louder, we tried to: hit the rod as fast as possible; hit it not very hard, because in other case harmonic form of waves will be violated; hit the rod with thing, that doesn't produce high sound itself (e.g. Ebonite Rod), so it will not mix with the sound of rod; hit it axially or normally, and not intermediate.

Also we excited the longitudinal waves by sliding the hand along the rod axis. We used the Rosin powder to make fingers more sticky.

In our experiments we observed that the pitch of the sound can be varied by changing the places when we held the rod or by changing the length of the rod itself.

Let us describe the results of our experiments.

At first we took Aluminum rod ($\rho_{Al} = 2.7\cdot10^3$ kg/m$^3$; $E_{Al} = 70\times10^9$ N/m$^2$; $C_{L(Al)} = 5082.4$ m/s) of length $l=1.2m$. According our theoretical calculations, for this rod:

Parameters of the first harmonic are: $\lambda_1=2.4m; v_1=2117$ Hz; nod is at: $x=0.6m$.

The second harmonic has the following parameters: $\lambda_2=1.2m; v_2=4234$ Hz; nodes are at: $x_1=0.3m, x_2 = 0.9m$.

The third harmonic has the following parameters: $\lambda_3=0.8m; v_3=6351$ Hz; nodes are at: $x_1=0.2m, x_2=0.6m, x_3=1.0m$.

We recorded the sound of the rod using computer microphone with wide sensibility range and made its analysis by means of “Sound Forge” program. On Figure 5 we represent the spectrum analysis of the frequencies of sound generated by this Al rod when we hold it in the center and hit axially or slide the fingers along it. As we see, in such case several modes having nodes in the center are excited. We see clearly modes “1” and “3”. Their frequencies match with theoretical calculations quite well. The second mode is damped because it has no node in the center. Higher modes
have lower amplitudes (for given energy the amplitude of oscillation is inversely proportional to its frequency) so they are more difficult to detect. Thus we can see that if one holds the rod in the place where are the nodes of several modes, all these modes will occur. Touching the rod at the ends will stop the sound.

We made experiments with rods of different lengths and different materials. For example here we present also the sound generated by the Brass rod ($\rho_{Br}=8.5\cdot10^3$ kg/m$^3$; $E_{Br}=95\times10^9$ N/m$^2$; $C_{L(\text{Br})}=3480$ m/s) of length $l=0.4m$. According our theoretical calculations, for this rod:

Parameters of the first harmonic are: $\lambda_1=0.8m$; $v_1=4350$ Hz; nod is at: $x=0.2m$.

The second harmonic has the following parameters: $\lambda_2=0.4m$; $v_2=8700$ Hz; nodes are at: $x_1=0.1m, x_2=0.3m$.

The third harmonic has the following parameters: $\lambda_3=0.27m$; $v_3=13050$ Hz; nodes are at: $x_1=0.07m, x_2=0.2m, x_3=0.33m$.

On Figure 6 we represent the spectrum analysis of the frequencies of sound generated by this Brass rod when we hold it in the center (a) and at $l/4$ (b). We can see that in the first case first mode is excited and in the second case – the second mode.

Note, that on Figures 5 and 6 we see also pikes at lower frequencies. They correspond to other waves – bending waves, which will be discussed below. Of course in our experiments we could not hit the rod ideally, to excite only longitudinal (A)-type waves.

4. Bending waves

Now, let’s consider the bending waves arising in the rod when we hit it normally to its axis. Bending waves in the thin rod (i.e. using approximation when rod diameter is
much less than the wavelength) are expressed by the Euler-Bernoulli beam theory equation of motion\(^{2,3,5}\):
\[
\frac{\partial^2 y}{\partial t^2} = -\frac{E K^2}{\rho} \cdot \frac{\partial^4 y}{\partial x^4},
\]
(6)

Where \( K \) is so-called “Gyration Radius” of the rod cross section:
\[
K^2 = \frac{1}{S} \int z^2 dS,
\]
\( S \)– is the cross-section area of the rod, \( z \) – is the radial distance from the rod central axis, \( y \)– is the displacement in the direction perpendicular to \( x \)(average symmetry center axis of the process), that describes the oscillations of the rod segments. For example, for the solid cylinder of radius \( a \):
\[
K^2 = \frac{1}{\pi a^2} \int_0^{2\pi} \int_0^a r^2 \cdot \frac{1}{2} r dr \cdot d\theta = \frac{1}{\pi a^2} \cdot \frac{2\pi}{8} a^4 = \frac{a^2}{4}.
\]

In (6) the shear deformations and rotary inertia are neglected. This is fourth order differential equation. Thus the velocity of transverse waves is dependent on the frequency. So the dispersion takes place. Solution of equation (6) has the following form\(^{2,3}\):
\[
y(x, t) = \cos(\omega t + \varphi) \cdot [A \cos(kx) + B \sin(kx) + C \cos(kx) + D \sin(kx)]
\]
(7)

where \( k = \omega/v \) is the wave (propagation) number. As we mentioned above, wave velocity is dependent on frequency:
\[
v = \sqrt{2\pi v K c_L}.
\]
(8)

This Eyler-Bernoulli beam theory gives the solution of bending waves in a thin beam or rod at low frequency. For the thick bars and for high frequencies it does not work. Now let us consider the transverse vibration modes in thin bar. They depend on the “end conditions”. For our task we consider “both free ends” condition - no torque and no shearing force. They give the following restrictions on standing wave frequencies\(^{2,3}\):
\[
v_n = \frac{\omega_n}{2\pi} = \frac{\pi K}{8l^2} \sqrt{\frac{E}{\rho}} \cdot [3.011^2; 5^2; 7^2; \ldots; (2n + 1)^2 \ldots]
\]
(9)

and wave lengths:
\[
\lambda_n = \frac{4l}{[3.011; 5; 7; \ldots; (2n+1)\ldots]},
\]
(10)

Where for \( n=1 \) we use 3.011 instead of 3.

The frequencies and nodal points (for which \( x \) satisfies equation (7)=0 for all the time \( t \)) for the first modes are given in the table 1\(^{2,3}\):

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>Wavelength (m)</th>
<th>Nodal positions (m from end of l-m bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1 = 3.5607 ) ((K/L)^1/(E/\rho))</td>
<td>( 1.330L )</td>
<td>( 0.224, 0.776 )</td>
</tr>
<tr>
<td>2.756 ( f_1 )</td>
<td>0.800L</td>
<td>0.132, 0.500, 0.868</td>
</tr>
<tr>
<td>5.404 ( f_1 )</td>
<td>0.572L</td>
<td>0.094, 0.356, 0.644, 0.906</td>
</tr>
<tr>
<td>8.933 ( f_1 )</td>
<td>0.445L</td>
<td>0.073, 0.277, 0.500, 0.721, 0.927</td>
</tr>
</tbody>
</table>
relative frequencies; to obtain actual frequencies one must multiply them by $\frac{\pi K}{l^2} \sqrt{\frac{E}{\rho}}$.

Here we must note that for thin rods the first several modes of the bending waves have frequencies sufficiently lower than those for the longitudinal waves due to extra coefficient $\frac{K}{l}$ (compare (9) with (4)). So they are below the hearing range and we can hear only the higher modes of binding waves. However higher modes are vanishing rapidly (we shall discuss it below).

![Figure 7. Bending modes](image)

Also, if one will consider the different “end conditions”, the case with condition (a) “both free ends” begins with modes of higher frequency than case (b) “one clamped end - one free end” and (c) “two supported ends”[2,3], thus the second mode in case (a) is in “hearing frequency range”, but in cases (b) and (c) – is not. This is why we considered only “both free ends” condition.

Here we must also mention that the effect depends on the point, where the rod is hit. The effect is much stronger, if one hits the rod transversally at the anti-nodes of the mode allowed by holding position. In such case relevant mode will be excited highly.

Let us calculate the frequencies for the rods we used in experiment.

5. Experiments with Bending waves.

Now let us describe the results of our experiments when we hit the rod normally to its axis with the Ebonite stick.

For our experiments we took steel rod ($\rho_{St} = 7.8 \times 10^3 \text{ kg/m}^3; E_{St} = 200 \times 10^9 \text{ N/m}^2; C_{L(St)} = 5150 \text{ m/s}$) of length $l = 0.6m$; radius $a = 0.007m$; Gyration radius $K = 0.0035m$.

According our theoretical calculations, for this rod:

The first harmonic has the following parameters:$\lambda_{B1} = 0.8m; \nu_1 = 190 Hz$; nodes are at $x_1 = 0.13m, x_2 = 0.47m$.

The second harmonic has the following parameters:$\lambda_{B2} = 0.48m; \nu_2 = 525Hz$; nodes are at $x_1 = 0.08m, x_2 = 0.3m, x_3 = 0.52m$.

The third harmonic has the following parameters:$\lambda_{B3} = 0.34m; \nu_3 = 1029Hz$; nodes are at $x_1 = 0.056m, x_2 = 0.21m, x_3 = 0.39m, x_4 = 0.544m$.

As it was expected, if one holds the rod in the point where nods of several modes are placed all these modes will occur. Touching the rod at the ends damped the sound (because, as we discussed above, in such a case with the one clamped end only the high modes are in the “hearing range” but the high modes are damped very rapidly).
On Figure 8 we represent the spectrum analysis of the frequencies of sound generated by this Steel rod when we hold it in the center. We can see that in this case the second harmonic mode is excited.

Here it is worth to recall, that the low frequency pikes we saw on Figures 5 and 6, correspond to these bending waves. Of course in those experiments we occasionally excited such waves too.

As to (C)-type Torsion Waves, we did not focus on them due to technical difficulties, in particular the exciting of such type of waves without exciting other types of waves of large amplitude.

Beats.

In our experiments we noticed that sound became sometimes stronger, sometimes weaker (see picture 9). This was because of Beats - an interference between two sounds of slightly different frequencies.


Damping of rod vibrations generally speaking can be caused by the following reasons: 1. Air damping; 2. Internal Damping; 3. Transfer of energy to other systems (e.g. fingers holding the rod).

Sound damping is the exponential function. For vibration amplitude one can write:

\[ A = A_0 e^{-\frac{t}{\tau}} \]

where \( \tau \) is the so called “decay time” – the time at which amplitude damps in \( e \)-times.

This decay time for the mentioned damping reasons has the following form:\(^{[1,2]}\):

For the Air damping: \( \tau_a \sim \frac{\rho r}{\sqrt{\nu}} \)

where \( r \) is rod radius, \( \rho \) its density and \( \nu \) – vibration frequency.

For the Internal damping: \( \tau_{int} \sim \frac{1}{\pi \nu} \)

For the case of energy transfer to other systems: \( \tau_{sup} \sim \frac{1}{lg \nu^2} \)

As we can see, in all cases damping is higher for large frequencies. So, we can conclude that higher modes damp sooner, also, longitudinal waves damp faster than bending waves because the latter have the lower frequency modes. This we saw in our experiments – the longest lasting were the low modes of bending waves.
7. Conclusion.

We investigated compression, bending and torsion waves which are excited if one hits the thin rod.
We find that:

- There are different types of waves in the rod - compression, bending and torsion waves;
- The type of wave (are they compression, bending and torsion waves, or several type of waves at the same time) depends on how one hits the rod;
- The frequency of standing wave depends on where we hold the rod - if one holds the rod in the place where are the nods of several modes, all these modes will occur. Touching the rod at the ends will stop the sound;
- The frequencies of bending waves are lower than of compression waves;
- Damping of the waves depends on frequency.
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Abstract: Working with the sound waves while there are several types of motions and several patterns can be a complicated task. This paper contains the results of investigating the sound waves (based on frequency) caused by hitting metal rods which are held from one point within their length. The investigations are done by analyzing Fourier spectra of the sounds produced by metal rods. It will be proved experimentally that the rods behave similar to tubes open from one end in propagating the sound. In this case there are many different patterns which are caused by longitudinal and transverse waves propagating within the rods.
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Introduction

Many of the interesting effects and phenomena in physics are caused by various behaviors of the waves e.g. sound but unfortunately high school students don’t have enough experimental experiences with sound waves. One of the goals of this paper is to figure out different patterns of sound waves which can propagate within a metallic rod both in theory and experiments (the focus is on standing waves). It’s been proved that both longitudinal and transverse waves can propagate in solids. In the case of cylindrical metal rod which should be held at a certain position within its length and be hit, for finding the right patterns of propagation paying attention to both holding point and hitting type is necessary.

Hypotheses

Holding point can be considered as a node because approximately there is no motion at this point, the place of this node is really critical in understanding the accurate pattern of longitudinal and transverse waves. A metal rod can be analyzed theoretically in similar way as a tube opened from both ends. In case of longitudinal oscillations, only the fundamental frequency and harmonics, for which the nodes are at the same place as holding point, can be observed. This means that the longitudinal wave can only be produced by holding the rod at even multiples of the length (1/2L, 1/4L, 1/6L, ...). (figure 1)
Note that the place of node affects the propagation of the transverse wave as well as longitudinal wave but the fundamental frequency and harmonics of transverse wave are not as simple as longitudinal wave but the second harmonic of the transverse motion and fundamental of longitudinal motion both have nodes at center [2].

Moreover torsion waves can propagate in rods if the rods are hit on the edges [1] but these waves are not investigated in this paper due to their complicated structure and small diameter of the rods which were used for experiments.

There are two general types of hitting the rod one is striking it at the end (figure 2) and the other is hitting it downward (figure 3).

when the rod is been stroke at the end there will be a longitudinal wave (if it's been hold at the points mentioned above e.g. 1/2L, 1/4L, …) but if it's been hit downward, both longitudinal and transverse motion can be observed. To go through the details, paying attention to the vibration which is caused by each type of hitting and the direction of propagation of the wave (sound) can be helpful. When the rod is stroke at the end there will be a horizontal vibration at the end while the wave is propagating horizontally within the rod’s length as well, this situation is the description for a longitudinal motion (as it is mentioned above, the place of holding is important too), but when the rod is been hit downward both vertical and horizontal vibrations can be produced and these vibrations cause waves which are propagating horizontally, in this case both longitudinal and transverse waves can be produced (again the place of holding is important).

Experiments

For going through the details of the wave patterns, proving the hypotheses and investigating the effect of different parameters on the sound caused by hitting the rod, experimental observation is indispensable.

Parameters bellow are those which their effect on propagation of sound waves in the rod will be explained in the experiments.

- length of the rods
- material of the rods
- place of holding
- type of hitting
- place of hitting

For understanding the effect of each parameter on the sound waves having the frequency and intensity of the waves and their spectra is essential, the best way to measure these two parameters and achieving to waves’ spectra is doing a Fourier transform on the sound caused by hitting the rods.

Experimental setup
The setup which experiments were done with contains a microphone which is placed at a constant distance from the rod (in order to record the sound), a hammer for hitting the rod and a rod (it's been held tight from one point within its length). (figure4) & (figure5)

The process of each experiment

1- hitting the rod
2- recording the sound with a microphone (Neumann U 87 Ai capable of recording 16 to 18000 Hz) attached to a computer
3- doing the Fourier transform on the sound with a software (Cool Edit Pro 2.0)
4- analyzing the spectrum (amplitude verses frequency)

-Effect of the length and holding position
Harmonic longitudinal motion

In this part the experiments were done with aluminum and steel rods in different lengths and each of them were held from three different positions (center, 1/4 of the length, 1/6 of the length) and been hit, in each case the longitudinal frequency is measured from the spectrum of the sound recorded from the experiment (e.g. figure 6)

For doing a comparison between the numbers came from the experiments and the theory, expected frequency for each rod has been measured due to its holding position
and material, there is an example of measurements done for achieving to the expected number of frequencies:

| L=60cm | a =12mm | V=4963 m/s * | Holding point=1/2 L |

* the speed of the sound in aluminum is measurable by knowing its Young’s modulus and density following the formula: $v = \sqrt{\frac{E}{\rho}}$

$$f_n = n \left( \frac{V}{2L} \right), \quad n = 1, 2, 3 \ldots \quad f = \frac{V}{\lambda}$$

$$\lambda = 2L$$

$$f_1 = \frac{4963.3}{1.2} = 4136.08 \text{Hz}$$

To visualize these comparisons there are graphs which were drawn by the numbers came from experiments and the numbers measured by the theory.

As it is obvious in each case theory line fits the experiment data, but there are some other longitudinal waves which can be observed in the spectra of the sounds, these longitudinal waves appear in the form of a fundamental frequency and its odd harmonics (exactly like a tube which is closed from one end). For example for a rod described in the table below

---

[3]
These frequencies can be observed in the spectrum:

<table>
<thead>
<tr>
<th>Fundamental</th>
<th>3rd harmonic</th>
<th>5th harmonic</th>
<th>7th harmonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1756 Hz</td>
<td>5297 Hz</td>
<td>8828 Hz</td>
<td>12360 Hz</td>
</tr>
<tr>
<td>-</td>
<td>1756*3.001</td>
<td>1756*5.001</td>
<td>1756*7.002</td>
</tr>
</tbody>
</table>

From the data above it can be concluded that 1756 Hz frequency is the fundamental and other frequencies are the odd harmonics. From the formula of longitudinal waves the length of the rod which is producing these frequencies can be measured.

\[ f = \frac{v}{\lambda} \]
\[ \lambda = 4L \]
\[ f = 1756 \text{Hz} \]
\[ 1756 \times 4L = 4963.3 \]
\[ L = 0.70 \text{m} \]

For the example above 70 cm is exactly the distance between the holding point and hitting position, this means that the part of the rod which is between the holding point and hitting position is acting like a tube which is closed from one end. These phenomena was repeated for other places of holding (1/4 length and 1/6 length) as well. For example for the rod described in the table below:

Aluminum rod | Length=140cm | Diameter=12mm | Holding point=1/4 L

These frequencies can be observed in the spectrum:

<table>
<thead>
<tr>
<th>Fundamental</th>
<th>3rd harmonic</th>
<th>5th harmonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>3576 Hz</td>
<td>10720 Hz</td>
<td>17522 Hz</td>
</tr>
<tr>
<td>-</td>
<td>3576*2.99</td>
<td>3576*4.9</td>
</tr>
</tbody>
</table>

And again measurements show:

\[ f = \frac{v}{\lambda} \]
\[ \lambda = 4L \]
\[ f = 3576 \text{Hz} \]
\[ 3576 \times 4L = 4963.3 \]
\[ L = 0.346 \text{m} \]

This number is approximately equal to 1/4 of the length: 0.346≈0.35
These waves can be observed in the rods with shorter or longer lengths as well.
Harmonic transverse motion

Unlike the longitudinal harmonics detecting the transverse harmonics is not easy, this is because of quick damping and small frequency of these waves, but still in some cases these waves are detectable.

For example in steel rod (length=0.5m, radius=1mm) if it is held from center the second and forth harmonics which have same nodal positions are expected to be produced.[1] Frequencies of these waves are measured as bellow:[1,2]

\[ v = 6100 \text{ m/s} \]
\[ f_1T = 3.5607 \frac{K}{L^2} V \quad f_4T = 8.933 f_1T \]
\[ f_1T = 43.44 \text{ Hz} \quad f_2T = 388 \text{ Hz} \]

The frequency detected in the experiments for this case was 405 Hz

Transverse and longitudinal waves - type of hitting

Type of hitting won’t cause any change in longitudinal motion but it will affect the existence of the transverse motion.(figure 7) &(figure8)

<table>
<thead>
<tr>
<th>Aluminum rod</th>
<th>Length=60cm</th>
<th>Diameter=8mm</th>
<th>Holding point=1/2 L</th>
</tr>
</thead>
</table>

![Figure 7](image1)

![Figure 8](image2)
The longitudinal fundamental in both cases is 4306 Hz.

Note that by hitting the rods downward some transverse waves will occur but they will damp quickly and they are not the expected transverse harmonics unless the rod is held from a transverse harmonic nodal point, the term transverse motion is referred to these waves due to their structure but they shouldn't be misunderstood with harmonic transverse motion.

For going through the details about this fact that longitudinal waves won't change by changing the type of hitting again using a graph can be helpful.

<table>
<thead>
<tr>
<th>Material=aluminum</th>
<th>Diameter=12mm</th>
<th>Holding point=1/2 L</th>
</tr>
</thead>
</table>

For longitudinal waves these three data series fit on each other, this means that the longitudinal motion is independent of hitting type.

**Effect of hitting place:** although both transverse and longitudinal motions in the rod are dependent to the holding place (which is considered as a node) but both of this waves are independent of place of hitting. (figure 9)

<table>
<thead>
<tr>
<th>Material=aluminum</th>
<th>Length=60cm</th>
<th>diameter=12mm</th>
<th>Holding point=1/2 L</th>
</tr>
</thead>
</table>

Hitting point=1/3L  
Hitting point=1/4L  
Hitting point=end

Figure 9
Figure 9 shows the spectra of the sound caused by hitting the same rod at different positions in different colors. Frame one is in the first second after hitting and frame two is milliseconds after frame one, in frame two only the longitudinal motion can be observed, this is because of the longer sustainability of the longitudinal waves in compare to transverse waves due to their less energy loss. Note that if a rod is held from one of it nodes and hit on the other node the harmonic frequency which have the same node place might be produced but will be damped quickly due to the strike on the other node.

**Effect of diameter:** although the longitudinal waves are independent to the rod's diameter but transverse motion can change by changing the rod diameter, this is simply because of the structure of transverse waves.

In the first frame of figure 10 it is observable that two spectra (belonging to two rods with different diameters but same materials) don't fit on each other in the first two frequencies but they fit on each other in the third frequency (third frequencies are the longitudinal frequencies due to the measurements and their longer sustainability). In frame two which shows the situation of the waves a few milliseconds after the first frame (after disappearance of transverse motion) it is clearly obvious that the longitudinal waves of the both rods fit on each other and have the same frequency.

**Summary of the results:**
- Both longitudinal and transverse motion can occur in the rods.
- Hitting the rod downward in any place within its length will cause a transverse motion.
- There is a node at holding point.
- Standing longitudinal waves can only occur when the holding point is at an even multiple of the length (measurable nodes).
- The place of hitting won't affect the longitudinal waves.
- The transverse waves are dependent to the rod diameter.
- Rod material won't change the behavior of the transverse and longitudinal waves propagating in it.
-Some of the longitudinal waves in the rod are produced by certain parts of the length not all of it.
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1. Introduction

This is the original solution of team Croatia for the Problem 14, Magnetic Spring for the IYPT in Vienna, 2010. I was then a senior high school student and in charge for this problem but never got to report it. Here are given: a theoretical model based on conservation of energy, description of the experimental apparatus and a discussion of the results.

2. Problem

Two magnets are arranged on top of each other such that one of them is fixed and the other one can move vertically. Investigate oscillations of the magnet.

3. Theoretical model

3.1. Oscillation period

There are two physically important aspects in this setup that cause the oscillations; gravitational force (attraction) and magnetic force (repulsion). For the theoretical model a simple dipole approximation was used for the magnets and friction was neglected. The problem was approached using the law of conservation of energy. The total energy of the system is given with:

\[ E_{tot} = \frac{1}{2}mv_z^2 + mgz + \frac{\mu_0\mu^2}{2\pi \xi^3} = E_p(z_{max}) \quad (1)^{1,2} \]

\( m \) being the mass of the magnet, \( z \) position on the vertical axis, \( v_z \) the corresponding velocity, and \( \mu = B_rV_m/\mu_0 \) its magnetic dipole moment \(^1\) (\( B_r \) is the remanent field and \( V_m \) the volume of the magnet). This expression, upon extracting the time differential from the vertical velocity, putting \( E_{tot} = E_p(z_{max}) \) and integrating from \( z_{min} \) to \( z_{max} \) (from the lowest to initial height of the magnet), yields, after rearrangement:

Figure 1: Qualitative graph of potential energy. Total energy is determined from the initial height, \( z_{max} \)
\[ T = \sqrt{\frac{2z_{\text{max}}}{g} \int_{\gamma}^{\gamma} \frac{d\zeta}{\sqrt{1-\zeta}} \sqrt{\frac{1}{\zeta^2} \frac{\gamma^2 \zeta^2 + \zeta + 1}{\gamma^2 + \gamma + 1}} \]  

(2)

with \( T \) the period of oscillations and \( \gamma = z_{\text{min}} / z_{\text{max}}, \zeta = z / z_{\text{max}} \) substitutions made to simplify the formula. The integral can be thought of as a correction of the free fall due to magnetic repulsion. The substitutions make the integral dimensionless and store all the parameters of the magnet in a single parameter of the formula, \( \gamma \):

\[
\frac{\gamma^3}{\gamma^2 + \gamma + 1} = \frac{B_r^2 V_m^2}{2\pi \mu_0 m g z_{\text{max}}^4}
\]

(3)

The theoretical predictions thus come from solving the expression (2) with given parameters of the system whereby we have a quantitative theoretical model of the first oscillation period with no free parameters.

### 3.2. Oscillation trajectory

In the trajectory prediction two extremes are analyzed: the magnet moving far from the equilibrium and oscillations near the equilibrium. In both cases approximations are used on the potential energy (Figure 1). In the first case, we can approximate the potential with two straight lines. The gravitational part gives a linear dependence (as in (1)) while the magnetic part gives a vertical potential barrier. Behaviour of the magnet is then similar to a bouncing ball (the energy here being drained by, along with air resistance, the eddy currents instead of deformations). The trajectory for each period in that case is a parabola\(^2\). In the second case, near the equilibrium, the potential energy can be approximated with a parabola, thus making the magnet behave as a harmonic oscillator\(^3\) (damped because of air resistance, eddy currents and friction with the tube). This means that the trajectory near the equilibrium is a damped sine\(^3\).

### 4. Apparatus and measurements

For any measurement, what is needed first is a setup that enables the magnets to behave as the problem states. That was achieved using the apparatus shown in Figure 2. The tube enables only vertical motion of the mobile magnet and is lifted form the housing so that the airflow through the tube would be unobstructed and cause less damping. The magnets used were long and cylindrical to improve the dipole approximation. They were NdFeB, with the remanent field of \( B_r = 1.4 \text{T} \).

**4.1. Period measurements**

A hand made copper coil, made of 50\( \mu \)m thick wire, was placed around the tube for period measurement.

Figure 2: Magnets housing with the coil to measure the period.
measurements. It was attached by a sliding plastic ring at the equilibrium position (Figure 2). Moving through the coil, the magnet induces a voltage proportional to its speed\(^1\). The voltage is measured by a high internal resistance voltmeter, and the signal from it is then stored on a computer via an AD converter. A typical measurement is shown in Figure 4a.

Mass was changed by stacking M4 nuts upon a threaded rod attached to the magnet. The bottom nut was made of steel so that it 'sticks' to the magnet while the other nuts and the rod were brass so as not to change the geometry and the parameters of the magnet. Period and equilibrium position were measured in dependence of mass of the magnet. Period was also measured in dependence of initial height, \(z_{\text{max}}\).

4.2. Trajectory measurements

To find the trajectory of the mobile magnet the housing was placed upon a small wheelcart pulled by an electromotor at a constant velocity. This provided an x axis in space that is linear with time. A luminescent fluid (from fishing gear) was attached on top of the mobile magnet in a capsule (Figure 3) and the magnet was set to oscillate on the moving cart. A photo with a 6 second exposition was taken in complete darkness giving the position \(z\) of the magnet in time, an oscillogram of the magnet (Figure 4b). Also, using this method, the \(z_{\text{min}}\) vs. \(z_{\text{max}}\) dependence was determined.

The period measurements give the behaviour of the first period for the corresponding initial height while the trajectory (position) measurements explain the way the system evolves from there. That means that, if it proves that our theoretical model can predict both of those with satisfying accuracy, we can predict the magnets oscillations entirely.

5. Results
Some measurements were made to verify the validity of the dipole approximation and the consistency of the theoretical approach (Figure 5). To verify the dipole approximation, static case when the magnet is motionless in the equilibrium position is examined. The sum of forces that act on the magnet in that case is zero (differentiating $E_p$ at $z=z_{\text{equilibrium}}$). The dipole approximation is in the magnetic repulsion force. In the expression obtained that way equilibrium position is proportionate to mass to the power of $-0.25$ ($z_{\text{eq}} \sim m^{-1/4}$). Figure 5a is a graph of that dependence with a linear fit which shows that the approximation is valid in this experimental range. To connect the „period“ and „trajectory“ aspects as well as to check the consistency, the $z_{\text{min}}$ vs. $z_{\text{max}}$ (within one period) dependence is crucial. In the theoretical model it is given with $\gamma$, which is the ratio of the two but also connects to all parameters of the magnet as given in (3). Good agreement of experimental data with the theoretical prediction (Figure 5b) truly gives strength to the proposed theoretical model. It only begins to disagree for large initial heights, where obviously friction needs to come into account.

**Figure 5:**
a) graph of the dependence of the equilibrium position on mass to the $-1/4$. The line is a linear fit to verify the dipole approximation
b) graph of minimal to maximal height dependence. The line is the theoretical prediction from (2). Estimated error is given with the point size

**Figure 6:**
a) dependence of period on initial height,   b) dependence of period on mass
The lines are theoretical prediction from (2)
In Figure 6a is given the graph of the dependence of period on initial height. Each local trajectory maximum can be seen as an initial height point; the graph than shows that the period is not constant during the oscillations but decreases. The experimental mass dependence of the period (Figure 6b) follows the theoretical line well with only a small offset and shows the expected behaviour of slight period increase for bigger masses. The trajectory measurements (Figure 7) consist of analyzing pictures such as the one in Figure 4b. Two regimes are separated by a vertical line in Figure 7. In the first regime the magnet goes far from the equilibrium and is in a free fall scenario. Thus, parabolas were fitted to the experimental curve. The second regime is when the magnet is near the equilibrium position and behaves as a damped harmonic oscillator. There, a damped sine is fitted to the curve. The envelope fit over the peaks is parabolic. That is consistent with the fact that the speed of the magnet was decreasing linearly with time (Figure 4a).

6. Conclusion

The solution to this problem was based on two approaches, the period and the trajectory. The first one includes a quantitative theoretical model with no free parameters that gives good agreement with the experiment even in spite of its simple approximations. The dipole approximation is shown to be valid by the dependence of equilibrium position on mass. The period was observed to increase both with the increasing mass and the initial height (not constant during oscillations). Deviations from the experimental data were observed for large initial heights. That is contributed to the lack of friction in the model. The mutual consistency of the two approaches is tested twice. First, the dependence of the lowest on the highest point of oscillations within a period is determined experimentally from the trajectory and agrees well with the prediction from the period theory. Second, from period measurements we see that the speed drops linearly whereas the maximal height drops parabolically in the trajectory measurements.

A quantitative theoretical model was given with (2) that has no free parameters, experiments were developed and the obtained results were in good agreement with the theoretical prediction. The oscillations of the magnet were thus thoroughly explained.
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1. Introduction

Here is presented the original solution of team Croatia for the Problem 15, Paper Anemometer for the IYPT in Vienna, 2010. The problem was often presented that year, even at the finals, and each time with a different interpretation. Here is yet another one, conceptually different then any we saw presented at the IYPT. We deem this interpretation to be the one that follows the text of the problem the best.

2. Problem

„When thin strips of paper are placed in an air-flow, a noise may be heard. Investigate how the velocity of the air-flow can be deduced from this noise."

3. Apparatus

The idea was to create controlable air-flow conditions in which to put the strips of paper, record the sound and determine the velocity vs. noise intensity dependence depending on the parameters of the strips (number, material, dimension…). Thus it would be enough to record the noise for a strip configuration on an unknown velocity and from the noise intensity thus obtained we get the air-flow velocity. The apparatus was set up in a special air-tunnel for better control and precision of air-flow characteristics and velocity. Inside it, a paper strip holder is fixed. A microphone was placed beneath the holder outside the tunnel so as not to disturb the air-flow.

3.1 Air tunnel

This air-tunnel was made by the Croatian IYPT team some years ago to help solve IYPT problems. It was made reffering to a public-accessable NASA's Baals Wind Tunnel design\(^1\) but using many original soutions as well\(^2\). It is designed to provide maximal laminarity of the air-flow. This is achieved by applying a special-geometry tubes on both the entrance and the exit of the tunnel with grids covering them (Figure 1). The square to circle cross-section transition at the ventilator exit is very important for minimization of air-flow disturbance. For the same reason the ventilator, that is the source of the air-flow, is placed at the exit of the tunnel; it sucks the air in. In the small central part that is the operational part of the tunnel, the air-flow is very laminar which was verified with a smoke and thread experiment. The air-flow velocity can be accurately changed by a voltage power source connected to the ventilator. The voltage was calibrated to the air velocity using a small anemometer. Maximum air-flow velocity achievable in this air-tunnel is 15 m/s. That corresponds to large wind velocities, and is enough to make an operable anemometer.
3.2. Paper holder

The paper holder design had two main tasks: to hold various number of paper strips in the middle of the tunnel and to keep its influence on the flow minimal. For this purpose two polystyrene poles were made and fixed to the sides of the tunnel. Threads were spread between them on which the papers were hung one above the other (Figure 2). The poles were shaped aerodynamically to minimize the disturbance in the air-flow. Two kinds of strips were used to vary the material. One was plain 80 g/m$^3$ paper and the other was a plastic foil. All the strips used were 15 cm long and 2 cm wide. By changing the size of the strips the principle of how the anemometer works doesn't change so this anemometer was made in reference to this size of strips.

![Figure 1: Air tunnel, home made for the purposes of the Croatian IYPT team](image1)

![Figure 2: Scheme of the paper holder](image2)
Left: top view, red arrows represent the air-flow
Right: front view
Underneath the holder there was a hole in the tunnel. The microphone was placed below the hole so the sound recorded would be as clear and loud as possible.

4. Measurement

We believe that the noise to which the text of the problem refers to is the loud flapping noise made by the strips hitting each other as opposed to the clear sound produced by blowing on the edge of a single paper. Thus our measurements were designed to investigate when this hitting occurs and how it can be related to the air-flow velocity.

4.1. Strobe measurements

When a strip of paper is put in a moderate air-flow it will oscillate in a wave-like motion. In order to see how this happens and to determine the frequencies of the oscillations a strobe was used. The strobe provides periodic flashes at a set frequency and thus, when it shines on the paper in motion, provides a picture of the paper at time intervals set by the strobe frequency. By setting the strobe to the exact same frequency as the oscillations of the paper the image of the paper is frozen (Figure 3). This is a very accurate method of determining the paper frequency. If the strobe is set near the paper’s frequency, the entire trajectory of the paper is seen in slow motion. Using this method three regimes were observed up to 15 m/s. In the first regime, low velocities, the papers all oscillate together, in phase, without even touching so no noise is heard. In the second regime, the oscillations are still regular, but the papers are in counter-phase. They touch but gently so still no noise is heard. The third regime is chaotic, there is no set frequency at which the strips oscillate and they even bend and hit each othersideways (Figure 3c). The noise from the papers hitting is now heard but the papers are also destroyed from that same hitting (Figure 4). This demands an investigation of how the intensity of the noise deteriorates in time due to the strip edge destruction.

![Image](image1.png)

**Figure 3:** Strobe measurements
a) wrong frequency b) correct frequency c) regimes sketches

![Image](image2.png)

**Figure 4:** Strip destruction for: a) paper b) plastic foil left is before, and right is after being used
The regimes of oscillations can qualitatively be explained by the Reynolds number of the flow around the paper which is proportional to the flow velocity\(^3\). The larger the Reynolds number, the smaller the boundary layer on the papers. When the flow is slow, the boundary layers are thick and they merge between the papers causing joint movement of the strips. As the flow gets faster, it makes the boundary layers thinner and the correlation of the strips movements decreases. This causes the strips to first go into the counter-phase regime and finally to the chaotic regime as the flow around them becomes too turbulent, the boundary layers too thin to keep them correlated.

4.2. Noise analysis
The sound recorded by the microphone was analysed by a specialized computer program. The interval chosen for the analysis was always the same length and it began when the ventilator reached its final velocity. This was done to minimize the effect of intensity reduction due to paper destruction. In the obtained recording the signal (i.e. paper noise), is indistinguishable from the ventilator noise. This was solved by applying the autocorrelation on the sound interval. Autocorrelation is a mathematical method that searches for periodical events in a signal, it is a much used tool for time domain signal analysis. It has a peak at a time value if similar event occur within the signal with that time as the period. Such an autocorrelation graph for the time interval from this measurement is shown in Figure 5. Once identified as the strips hitting signal, the peak can be seen as a direct picture of the intensity in time of an average strip hit. It is very sharp due to the small duration of the sound of the hit while the height, the intensity, is proportional to the occurrence frequency and to the square of the sound amplitude. The intensity of this peak is what is here interpreted as the parameter of the sound by which the air-flow velocity should be determined.

![Figure 5: a) autocorrelation graph b) isolated peak that represents the signal (the highest, leftmost peak from the graph in a)](image)

5. Results
To shed light on the strip motion itself first measurements are those of the frequency to air-flow velocity dependence. This was measured for 1 up to 4 strips of paper. The measurement for 1 paper is shown in Figure 6a. It starts making the noise at about 8 m/s where the graph has a jump. The dependence at the noise regime is approximately
linear. The same dependence for 2 to 4 strips is shown in Figure 6b but only the silent regimes. A discrete jump can here be seen at the same velocities regardless of the strip number, at the same moment when the strips go form oscillating in phase to counter-phase. It can also be seen that the more papers we have, the lower the velocity at which they begin to oscillate, but also the lower the velocity at which they go to the chaotic regime (Figure 6). The air-flow velocity for the silent regimes can thus be determined by measuring the frequency of the strip oscillations. The problem of paper destruction with time was also investigated to ensure reproducibility of the measurements. The graph (Figure 7) clearly shows that the intensity of the noise from paper strips drops with time while being relatively constant for plastic foil strips. Similar graphs at different air-flow velocities show that the destruction of the paper strips gets more intense the faster the air-flow. The intensity for plastic strips remains relatively constant at all velocities.

**Figure 6**: graph of frequency to air-flow velocity dependence for:
a) one paper. The vertical line is the border between the silent regime and the noise regime.
b) two, three and four papers. The vertical line is the border of the first and second regime. The data shows the full first and second regime of the paper oscillations.

go to the chaotic regime (Figure 6). The air-flow velocity for the silent regimes can thus be determined by measuring the frequency of the strip oscillations. The problem of paper destruction with time was also investigated to ensure reproducibility of the measurements. The graph (Figure 7) clearly shows that the intensity of the noise from paper strips drops with time while being relatively constant for plastic foil strips. Similar graphs at different air-flow velocities show that the destruction of the paper strips gets more intense the faster the air-flow. The intensity for plastic strips remains relatively constant at all velocities.

**Figure 7**: noise intensity in time for plastic and paper strips
The main idea was to obtain a relation that would be in a good agreement with the measured dependence of air-flow velocity on the noise intensity. Thus the velocity to noise intensity dependences were plotted for four strips, both paper and plastic. The graphs obtained (Figure 8) are seen to be approximately linear so the linear fits are set to be calibration curve for this anemometer. For the four paper strips the fit is $y=3.13x+6.19$, and for the plastic strips $y=2.33x+5.12$, with $y$ being the air-flow velocity and $x$ the noise intensity. The measurement can be done with paper for somewhat lower velocities (6 m/s instead of 9 m/s).

6. Conclusion

In order to solve this problem a special apparatus was designed and used to achieve results as precise as possible. The basic characteristics of strip movement was explained through strobe measurements. Two essential regimes were registered, the silent and the noise regime. The silent regime divides into two in the case of more then one strip, the in-phase and counter-phase oscillation regimes. The transition between these regimes was always at the same air-flow velocity. The destruction of strips was observed and quantified as shown in Figure 6 showing that plastic foil strips provide more accurate velocity measurements. At the noise regime sound autocorrelation was used as a known method to extract the necessary, signal data from all other noise recorded. Thus strip noise intensity was obtained, and the most important part, the formulae, the calibration curves, by which to calculate the air-flow velocity. They were shown for four strip paper and plastic foil measurements. The plastic strips can undergo higher velocities without relevant destruction, but the paper strips can measure at lower velocities than plastic. The margin of error of this method is estimated from linear regression and intensity deterioration to be 3-5%. The measurable range is 9 to 15 m/s for plastic strips and 6.5 to 12 m/s for paper strips but can be further widened by changing the number of strips or their dimensions. Our interpretation of the problem was based on the fact that the problem uses the term noise which is by definition different to the tone (it doesn't have a frequency, pitch). That was the reason why this type of
measurements and methods were used. By finding acceptable formulae for
determination of air-flow velocity from the noise we deem the problem solved.
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Abstract

The present paper is a solution to IYPT 2010 problem no. 16, “Rotating Spring”. The main objective is to investigate the expansion of a helical spring rotated about one of its ends around a vertical axis. The effect of an additional mass attached to its free end is also a subject of investigation. This investigation is done in means of approximations leading to an analytical solution, as well as a developed numerical solution solving the differential equations assuming equilibrium of the forces in the rotating coordinate system. Both the analytical and numerical solutions are compared to physical experiments made by the author to examine the theoretical achievements.

Introduction

“A helical spring is rotated about one of its ends around a vertical axis. Investigate the expansion of the spring with and without an additional mass attached to its free end.”

Assuming the equilibrium condition in the rotating coordinate system, three forces would be exerted to every differential mass. The gravitational force, the spring force caused by its deformation, and the figurative centrifugal force that must be considered since an accelerated coordinate system is being used. The spring tension force will be calculated assuming the Hooke’s law. This law is applicable in a limited range of strain in the spring; the range in which it remains elastic. So the spring tension force will be a function of the spring modulus (μ), the spring initial length (l), and the change of length (∆l).

\[ F_{Spring} = -\mu \frac{\Delta l}{l} \]  

(1)

Note that the modulus was used instead of the spring constant because of being independent on the spring dimensions. For the same reason, the spring linear density (λ) will be used as the parameter instead of the spring mass. The solution of this problem in the case where the mass of the spring causes extra tension and strain is complicated to solve. To solve this general case, we will later present a numerical solution. However, initially an approximation will be given to describe the case when the mass of the spring is negligible compared to the additional mass attached. In this case, the spring could be considered as a whole, absolutely linear and weightless. So the three forces acting on the additional mass must be in equilibrium.

Equilibrium in the x direction states:
\[ m \times \omega^2 - (l - l_0)k \frac{x}{l} = 0 \]  
(2)

Which can be satisfied by \( x = 0 \), or:

\[ l = \frac{\mu l_0}{\mu + m l_0 \omega^2} \]  
(3)

Equilibrium in the y direction states:

\[ l = l_0(1 + \frac{mg}{\mu \cos(\theta)}) \]  
(4)

Here \( \theta \) is the angle between the spring and the rotation axis. If \( x = 0 \) then \( \cos(\theta) = 1 \), so:

\[ l = l_0(1 + \frac{mg}{\mu}) \]  
(5)

Note that according to (4) the length cannot be smaller than this value. It can be shown that in the case where equation (3) predicts a larger length than equation (5), the one predicted by (3) is stable and the one predicted by (5) is unstable. Otherwise the prediction of (5) is impossible. So the spring length is:

\[ l = \max(l = \frac{\mu l_0}{\mu + m l_0 \omega^2}, l_0\left(1 + \frac{mg}{\mu}\right)) \]  
(6)

This result will be addressed as the analytical solution and will be compared to the physical experiments in the discussion.

**Governing Equations**

Because of the mass distribution of the spring along its length, the force needed to hold and rotate the free part of the spring differs in different points along its length. Thus the tension in the spring is not constant, making the linear density also a function of position. So the mass distribution of the spring itself is a function of the tension along the spring.

The equilibrium condition states that for each differential segment of length on the spring, the sum of the forces must be zero. Thus:

\[(\lambda x \omega^2)\ddot{x} - (\lambda g)\ddot{y} - \frac{dT}{dt} = 0\]  
(7)

Here \( T \) is spring tension, as a function of position, \( \omega \) is the angular velocity, \( \lambda \) is the linear density, a function of position as well, \( \ddot{x} \) and \( \ddot{y} \) are horizontal and vertical unit vectors. In one point may be assumed to be parallel to the spring in that point, i.e. the spring does not stand any tension normal to its length. Thus:

\[
\frac{T_y}{T_x} = \frac{dy}{dx}
\]  
(8)

Derived from the Hooke’s law, the linear density of the spring as a function of \( T \) is:

\[ \lambda = \frac{\mu \cdot \lambda_0}{\mu + T} \]  
(9)

And the limitation of the boundary is the total mass of the spring:

\[ \int_{0}^{L} \lambda(l)dl = \lambda_0 l_0 \]  
(10)

\( L \) is the length of the spring after expansion, which is supposed to be the main unknown parameter to solve.
Numerical Solution

To solve the equation, the continuous medium of the spring is converted to a discrete medium. The spring is divided into \( n \) parts with the same initial length and mass. These are represented as \( n \) mass points which are connected with differentially small springs. Each point is being pulled by two springs. The position of equilibrium for each point is to be found. Transient method was used by to solve the problem; releasing the spring from an unstable position and iterating towards equilibrium. During iteration, every point will move towards the direction of the sum of the forces exerted to the point. The repetition of the iterations goes on until the movement of the points approaches to zero, i.e. the stable equilibrium condition is achieved.

The numerical solution was developed in QBasic programming language. It takes about 10'000 iterations for each test case to reach convergence. The convergence was assumed to be achieved when the displacement of each of the points during iteration would be less than \( 1/100000 \) of the spring length. To make sure about the independency of the results to the mesh size and the discretization number, this number was changed in a test case. The result (Figure 3) shows that the program’s result approaches to a constant value when \( n \) increases. \( n = 20 \) was used in the rest of the test cases.

Physical Experiments

The relation between the spring length and angular velocity was investigated in physical experiments in several cases, to be compared with the numerical and analytical results. The spring was rotated using a DC 12V motor, covering the spin range of 100 to 400 RPM. The spin was variable by changing the input voltage to the motor. The connection between the motor and the spring was designed so that the end of the spring would be precisely in the axis of rotation; by putting the spring end inside a hole in the middle of the axis instead of sticking it to the side. Otherwise, standing wave motions could have been observed, especially in...
cases with high angular velocities. The standing waves would make the spring a fully
curved shape, with different parts of the spring in different sides of the axis.
The angular velocity of the motor was
measured by means of a tachometer. To
measure the length of the spring, long
exposure time photos were captured
from the rotation, so that the entire
motion of the spring in one round would
be visible. The length of the spring would
be measured by scaling the picture,
measuring the distance between the two
ends of the spring.

The modulus of the spring was
measured by suspending masses with a
spring of a known length, finding
the spring constant and modulus. The mass
of the spring was directly measured,
used to find the linear density. These
parameters were used as numerical input
to the program and to the analytic solution
to be compared with the experiments.

Discussion
The numerical theory showed perfect
match with the physical experiments in
several test cases. The length of the
spring was measured while changing the
angular velocity in one test case (Figure
6), in different initial lengths (Figure 7)
and in different additional masses (figure
9).

It was not possible to make an
experiment with the exact same angular
velocity more than once; because the
Motor would slightly change the angular
velocity over time. Thus, exact error
measurements were not quite possible.
However, as we see in Figure 6, in the
case where there are many
measurements in a small region of angular velocity, the differences between the
experimental data are small compared to the discrepancy to the numerical results.
This fact suggests that the discrepancy between the experimental and the numerical
results is not because of direct errors in the measurements. But it may be caused by
the uncertain values given as the input of the numerical solution, e.g. initial spring
length, which has a precision of about 1mm, and the results are very sensitive to it.
Figure 7: Comparison of the numerical results and experiments in different initial lengths of the spring. Units are in Centimeters.

Figure 8: The results of the numerical theory and experiments regarding the spring shape. Axis units are in meters.

Figure 9: Comparing Analytical and numerical theories with physical experiments in different additional masses.
The shape of the spring was also calculated numerically and compared with the experiments. Figure 8 shows this comparison. The Background image is an experiment, and the black points connected with white lines are the predicted positions of the points on the spring outputted from the numerical solution. The shape of the spring is not fully linear; it has a slight curve upwards. The results all show an agreement between the numerical theory and the experiments.

Investigating different additional masses, the analytical theory was also compared with the experiments and the numerical method. As we see in (Figure 9), the analytical solution does not provide the accuracy of the numerical solution especially in small additional masses compared to the spring mass. However it is clear that the errors decrease as the additional mass increases.

As a result, the method of the numerical approach used was fully proved experimentally in the experiment range; and the analytic solution was shown to have an increasing accuracy with the increasing of the additional mass.
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Problem: **Construct Kelvin’s dropper. Measure the highest voltage it can produce. Investigate its dependence on relevant parameters.**

1. **Kelvin’s dropper working principles**

In XIX century 60-ies William Thomson, later to be known as Lord Kelvin, invented a very interesting device and showed it on special occasions (see Fig.1)\(^1\). It was a water-drop electrostatic generator, which he called the “water-dropping condenser”. It was sometimes referred to as “Kelvin’s Thunderstorm”. The device uses falling water drops to accumulate charges and generate a high difference in the voltage \(^1\)-\(^4\).

Let us describe the working principle of this device. It consists of a bowl to which two droppers are attached (see Fig. 2)\(^2\). Under these droppers two metal rings are placed (so-called “inductors”) which are cross-wise connected to the two metal jars (so-called “collectors”). When one fills the upper bowl with water, jets begin to flow through droppers. The water jets \(J_{\text{left}}\) and \(J_{\text{right}}\) are adjusted so that they break up into droplets near the induction rings \(R_{\text{left}}\) and \(R_{\text{right}}\), which (as we said) in turn are connected cross-wise fashion to two metal containers \(C_{\text{left}}\) and \(C_{\text{right}}\).

At first, when the water starts to flow out from the droppers, nothing happens, but as soon as occasionally, due to some fluctuation a negatively charged drop falls e.g. from the left dropper, it passes through the inductor \(R_{\text{left}}\) and falling into the collector \(C_{\text{left}}\) charges it (and connected to him right inductor \(R_{\text{right}}\)) negatively. This negatively charged right inductor attracts the positive ions from the bowl and accumulates them in the right collector \(C_{\text{right}}\). Respectively the right collector and connected to him the left inductor \(R_{\text{left}}\) get positive charge and start to attract negative ions from the bowl (increasing this way the negative charge flow through the left dropper) and so on...

Thus more and more similarly charged droplets fall in each collector and they become more and more charged. Such process is called “**Positive feedback**” (we often witness such positive feedback when we put the microphone attached to PC near the speaker – noise becomes stronger and stronger).

Here we have to mention, that though water in the bowl is electro-neutral, it always contains at least positive \(H^+\)(or \(H_3O^+\))and negative \((OH)^-\)ions\(^5\). Due to some **fluctuation** it can happen that in one or several drops falling through the one of...
droppers there are more ions of one sign, so drop becomes charged, the *symmetry violates* and the above-described avalanche-like process starts.  
Here are several more important moments:
- The jets must split into drops in the vicinity of collectors not to let the system discharge. In other case the difference of potentials between two collectors will cause current flow through the water in the opposite direction and the system will not be able to gather the charges.
- Water conductivity ensures the charge flow in the bowl so that ions can flow to the droppers under the influence of inductor’s field. Within the bowl the other ions which are repelled by the inductors compensate each other so the water in the bowl in total is electrically neutral.
- The energy source in Kelvin’s dropper is gravitation, which enforces the charged drops to fall through the inductors towards collectors. If not gravity, the charged drops attracted by oppositely charged inductors would fall on them and would not reach the collectors. So the work on the charge separation is done by the gravity forces.

Thus to summarize, the main factors responsible for working of Kelvin’s water generator are:
- The existence of $H^+$ and $(OH)^-$ ions in water;
- The violation of symmetry as a result of fluctuation;
- The separation of ions under the influence of charged inductors;
- A “Positive feedback”;
- Electric conductivity of water;
- Water jets splitting into drops in the very vicinity of the inductor’s center;
- Accumulation of charged drops in collectors due to gravitation force.

### 2. The experimental Setup

Here is our experimental setup (see figure 3). In our experiments we evaluated the voltage between collectors with the help of the gap between the electrodes attached to the collectors. The spark jumped when the gap was 1 cm that at ordinary conditions corresponds to $U = 10000 - 30000 \text{ V}$. For our measurements we also used the electrostatic Voltmeter. We also tried different conditions and different parameters of the setup. The results of the experiment strongly depend on the environment conditions – humidity etc.

### 3. Evaluations of voltage growth rate

Let’s evaluate the parameters which will help us to optimize the experiment, starting with calculation of the voltage growth velocity. Due to the positive feedback the speed of the voltage growth is proportional to the voltage itself:

\[
\frac{dU}{dt} = \alpha U;
\]

Where from $U = U_0 e^{\alpha t}$, i.e. both the voltage and correspondingly the charge are increasing exponentially.
Let's discuss a coefficient \( \alpha \). One can assume that

\[
\alpha \sim \frac{1}{C + C_{\text{Load}}} \cdot \left( nC_{\text{Drop}} - \frac{a}{R_{\text{Ground}}} - \frac{b}{R_{(1\leftrightarrow2)}} \right)
\]  

(2)

Where:

- \( C \) – is the joint capacity of the collectors and inductors;
- \( C_{\text{Load}} \) – is the capacity of voltmeter and other "loads";
- \( C_{\text{Drop}} \) – is the capacity of water drop;
- \( n \) – is the number of drops, falling into collector in unit of time;
- \( R_{\text{Ground}} \) – is the Resistance between the generator and ground, through which the parasite current flows;
- \( R_{(1\leftrightarrow2)} \) – is the resistance between the collectors. Through it the parasite current will flow as well.

\( a, b \) – are the coefficients.

This expression was obtained via following considerations:

- Higher is the capacity of the system - slower is the increase of the voltage (for given speed of charge delivery); so capacity is in denominator.
- There is the "competition" between the accumulation of charge in collectors (the first term in brackets) and its leek through the parasite currents (the last two terms in brackets);
- Charge accumulation rate is proportional to the number of drops per second and to the charge of each drop (The form of the first term in brackets).
- Parasite currents are back-proportional to the Resistance (insulation) of the system (the form of the last two terms in brackets).

From (2) it is clear that if

\[
nC_{\text{Drop}} < \frac{a}{R_{\text{Ground}}} + \frac{b}{R_{(1\leftrightarrow2)}}
\]  

(3)

charge accumulation will not take place.

Now let's derive the voltage growth formula using other considerations. Let's draw the electrical scheme equivalent to the Kelvin's dropper (Fig. 4).

![Figure 4. Kelvin Dropper equivalent scheme](image)

Here:

- \( U_L \) – is the potential of "Left Collector and Right Inductor" to Ground;
\( U_R \)– is the potential of “Right Collector and Left Inductor” to Ground; 
\( C_l=C_r=C \), where \( C_l \) is joint Capacitance of “Left Collector and Right Inductor” with respect to Ground and \( C_r \)– is the same for “Right” side;

Charge of drops \( q_r = -C_{\text{Drop}} U_L \) and \( q_l = -C_{\text{Drop}} U_R \) where \( C_{\text{Drop}} \) is the “effective drop capacitance” – coefficient of proportionality.

Writing Kirchhoff’s laws for the currents and taking into account that

\[
\begin{align*}
I_1 &= -nC_{\text{Drop}}U_R, \\
I_2 &= C \frac{dU_L}{dt}, \\
I_3 &= \frac{u_L-U_R}{R_{\text{Load}}}, \\
I_4 &= I_5 + I_6 = \frac{C_{\text{Load}}d(U_L-U_R)}{dt} + \frac{u_L}{R_{\text{Ground}}}
\end{align*}
\]

We can write from the sum of currents for Left side:

\[
\left(-nC_{\text{Drop}} + \frac{1}{R_{\text{Load}}} \right) U_R - \left( \frac{1}{R_{\text{Load}}} + \frac{1}{R_{\text{Ground}}} \right) U_L = C \frac{dU_L}{dt} + \frac{C_{\text{Load}}d(U_L-U_R)}{dt}.
\]

Similarly from the sum of currents for Right side

\[
\left(-nC_{\text{Drop}} + \frac{1}{R_{\text{Load}}} \right) U_L - \left( \frac{1}{R_{\text{Load}}} + \frac{1}{R_{\text{Ground}}} \right) U_R = C \frac{dU_R}{dt} + \frac{C_{\text{Load}}d(U_R-U_L)}{dt}.
\]

From the symmetry considerations \( U_L = U_R \) or \( U_L = -U_R \). Let’s consider these cases.

A) For \( U_L = -U_R \), the voltage growth equation for the left side takes the form

\[
(C + 2C_{\text{Load}}) \frac{dU_L}{dt} - \left( nC_{\text{Drop}} - \frac{2}{R_{\text{Load}}} - \frac{1}{R_{\text{Ground}}} \right) U_L = 0
\]

and the similar is for \( U_R \).

B) For \( U_L = U_R \) the voltage growth equation for the left side takes the form

\[
C \frac{dU_L}{dt} + \left( nC_{\text{Drop}} + \frac{1}{R_{\text{Ground}}} \right) U_L = 0
\]

and the similar is for \( U_R \).

The complete solution is the sum of solutions (A) and (B)

\[
U_L = A \cdot e^{\alpha t} + B \cdot e^{-\beta t},
\]

where

\[
\alpha = \frac{1}{(C+2C_{\text{Load}})} \left( nC_{\text{Drop}} - \frac{2}{R_{\text{Load}}} - \frac{1}{R_{\text{Ground}}} \right);
\]

\[
\beta = \frac{1}{C} \left( nC_{\text{Drop}} + \frac{1}{R_{\text{Ground}}} \right).
\]

It is clear, that solution (B) vanishes exponentially, while for the solution (A) for the voltage growth it is necessary, that

\[
nC_{\text{Drop}} > \frac{2}{R_{\text{Load}}} + \frac{1}{R_{\text{Ground}}}.
\]

Comparing the equations (4),(5),(6) with (1),(2),(3) we can see that \( a=2 \), \( b=1 \). Also we can conclude, that to obtain large charges and high voltage we must provide good insulation \( R_{\text{Load}} \rightarrow \infty \); \( R_{\text{Ground}} \rightarrow \infty \) and also the intensive jets of charged drops \( nC_{\text{Drop}} \) in the constructed generator.
4. Evaluation of accumulated charge.

Let's evaluate what possible charge can be accumulated in the Kelvin's dropper in ideal conditions.

In normal conditions 1 liter of water contains $\sim 10^{-7}$ moles of ions, or $N \sim 10^{16}$ ions; the charge of each ion is $e = 1.6 \cdot 10^{-19}$ Coulomb. If all of ions will accumulate in collectors, the whole charge will be

$$Q = N \cdot e \sim 10^{-3} \text{Coulomb}$$

(7)

though it is obvious, that this charge is huge, and unreal. Here it is worth to note that the electric forces in Kelvin’s dropper also polarize water molecules and split them into ions thus increasing the number of ions and making the effect stronger.

5. Evaluation of the accumulated charge.

Now let’s evaluate what voltage can be achieved using the Kelvin’s dropper.

It is not very difficult to estimate the voltage between the two charged cylinders. After some calculations we get:

$$U = \frac{\sigma}{\pi \varepsilon_0 \varepsilon} \cdot \ln \frac{d-R}{R} \,,$$

(8)

Where $\sigma=Q/h_{\text{cyl}}$ is charge per unit of cylinder height, $d$ is the distance between the cylinder’s axes of symmetry, $R$ is the radius of each cylinder; $d > 2R$. From this formula we also can see, that the larger is the distance between the collectors - the higher voltage can be achieved.

Using parameters of our setup $d=0.3\text{m}, R=0.05\text{m}, \varepsilon=1$, the height of collector $h_{\text{cyl}}=0.2\text{m}$ and noting that for this height from (7) one gets $\sigma=5\cdot10^3 \text{Coulomb/m}$ we obtain from (8):

$$U \approx 5 \cdot 10^8 \text{V}$$

(9)

(if we assume that all the ions of 1 Liter of water were separated).

It is obvious that, this voltage as well is huge and unreal. In real experiments there are factors that prevent achieving such huge charges and voltages (though several ten thousands of volts we did get).

6. Factors affecting the result.

In the real conditions there are factors that prevent a high charge and voltage growth in Kelvin’s dropper and also factors which support obtaining a higher result.

Preventing factors are:

a) Electrostatic Corona discharge;

b) Electric forces affecting the water drops;

c) Humidity of environment;

d) “Parasite” currents.

Supporting factors are:

a) Increase of the number of ions in liquid;

b) Increase of the number of drops per second;

c) Increasing insulation and distance between collectors.

Let us discuss these factors.

a) Electrostatic Corona discharge.
Electrostatic discharge in air takes place when the voltage of electric field reaches 10 - 30 kV/cm. Thus it is real to get 30 000 V with our "Kelvin’s dropper". Obtaining higher voltage will be possible in the case of covering the parts with good dielectrics (insulators). On the other hand, at high humidity discharge takes place at smaller voltage as well.

b) Forces affecting the water drops.
Let us estimate what forces are acting on charged drops in Kelvin’s dropper to see at what conditions drops will not fall into collectors. If 1 Liter of water contains $10^{16}$ ions, then in 1 mm$^3$ drop there will be $n \sim 10^{10}$ ions. If in 1 drop there are only ions of the same sign, then the charge of drop will be $q = ne \sim 10^{-9}$Coulomb. The gravitation force acting on 1mm$^3$ drop $F_{Grav} = 10^{-5}N$. If the distance between the drop and collector (or inductor) is $\sim 0.1m$ then the electric force affecting the drop is

$$F_{El} \sim k \cdot \frac{nq}{10^{-2}} \sim 10^{10} \cdot \frac{10^{-9}q}{10^{-2}} \sim 10^{3}Q.$$ 

Drop will not fall into collector if $F_{Grav} < F_{El}$, i.e. when affecting charge is about $Q \sim 10^{-8}$Coulomb. This corresponds to voltage $U \sim 10^4 V$. So we again obtain the tens of thousands volts. In course of experiment we have seen the deviation of water streams from vertical, caused by electric fields (Fig.5).  

c) Humidity of environment.
We made our experiments in humid and dry environments. We saw, that the higher was humidity – the less was voltage. It was due to electrostatic discharge at smaller gap for high humidity.

d) "Parasite" currents (bad insulation).
When during the experiment the device was getting wet, there took place the leak of charge from collectors by means of so called "parasite" currents and as a result the voltage decrease as well.

7. Experiments with different parameters.
Taking into account all factors affecting the above mentioned evaluations and results we carried out experiments with changing the following parameters:
1. Adding the salt to water (i.e. adding ions);
2. Increasing the water jets (though providing their decay into drops);
3. Increasing the distance between the collectors;
4. Improving the insulation of system.

Voltage was measured with electrostatic voltmeter. We observed that:
- Addition of salt to water forces generator to start its action much faster and provides higher voltage. This is due to $Na^+$ and $Cl^-$ ions in salt which increase the number of ions in bowl. It makes the amplitude and the probability of initial fluctuation higher. Also, additional ions increase charge accumulation speed as compared with charge leak speed since in this case each drop has larger charge.
- Making water jets stronger also increases the charge...
accumulation speed as compared with speed of charge leak. So charge grows faster.
- Increasing the distance between the collectors enlarges the obtained voltage. As we saw from (8), the further are the collectors from each other, the more voltage is achieved.
- Increasing the degree of insulation gives higher final voltage. We also tried to replace the iron collectors with those, made of porcelain plates. The electrodes were directly inserted into water in these plates (See Fig.6). This gave very good results.

Thus Fulfilling these four conditions, improving the insulation (that is very important), we get 30 000V voltage. We measured the voltage with help of electrostatic voltmeter (see Fig. 7).

8. Conclusion.

In this work we studied the working principle of Kelvin’s water generator and influence of different parameters on the values of obtained charge and voltage. We constructed our model and observed that by means of the Kelvin dropper it is possible to obtain tens of thousands volts. The result strongly depends on the surrounding conditions. To obtain a high voltage one must provide:
1. The insulation, as good as possible. May be locating the device upon the two tables, to separate the poles;
2. The less humid environment;
3. The strong jets of drops. May be usage of several droppers;
4. Adding more ions to water. (e.g. adding salt);
5. Increasing the device dimensions.

We managed to obtain 30 000 V.

Finally I want to thank my grandfather Tengiz Barnaveli for his help in the experiments with the high voltage and helpful discussions on the Kelvin dropper equivalent scheme.
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Abstract

This paper aims to determine the minimal force to remove adhesive tape from a surface. The total force can be separated into two parts according to the results of this paper: One component to pull off the tape and another one to stretch it. As a result, a minimal force could be found that is depended on the angle of pulling. The main effort thereby was to calculate the surface energy; a value depended on the parameters surface, adhesive and temperature. This achievement could be maintained by conducting a stationary experiment. Furthermore, a second, kinetic experiment was held to point out the surplus of force needed when the tape is being pulled off at a certain velocity.

Introduction

The removal of adhesive tape from a horizontal surface is a multiple layered problem. The force necessary to remove the tape is varying according to the speed and way of pulling at it and may vary at greater velocities. Therefore, this paper concentrates on determining the minimal force necessary to remove a piece of tape from a horizontal surface. The most difficult part thereby was to find the surface energy as it varies from tape to tape and is depended on the surface. In the experimental part it will be described how the surface energy can be found experimentally. The resulting data then will be used to indicate the minimal force of removal by applying the law of energy conservation.

Before turning on finding the minimal force, the nature of adhesive tape as well as the act of pulling needs to be examined more closely.

Adhesive tapes consist of backing material with a thin layer of adhesive on it which may alter in its chemical composition. The chemical substances of which adhesive is made of are polymers. These have viscoelastic properties, which will be of importance later on. The tape's “stickiness”, or rather attraction towards a surface, results from the Van der Waals forces existing in between adhesive and surface. This so-called surface energy can be described by the following equation (Ciccotti and Giorgini, 2002).

\[ \gamma = \gamma_{TA} + \gamma_{SA} - \gamma_{ST} \]  

(1)

where \( \gamma \) is the adhesion energy per area and \( \gamma_x \) is the surface energy in J/m\(^2\) or N/m. TA stands for the interface between tape and air, SA for the interface surface – air and ST for the interface surface – tape (Figure 1). According to equation [1], adhesion exists if \( \gamma < 0 \).
The principle of pulling brings along a change in angle. As visible in figure 2, this change results in a shift of the force components which has to be considered: As the horizontal force-component will only result in strain and eventually elongation of the tape, only the vertical force-component can be considered responsible for pulling off the tape.

Assumptions and Limitations to the Theory

As this is a complex problem where various parameters having enormous effects on the results, it was necessary to cut down the variations in our experimental setups in order to remain straightforward and concentrate on crucial points.

Obviously, the two crucial parameters surface tension and Young’s modulus are different for various set ups. Data and results gained through the conducted experiments and presented in this paper have been achieved for the Nopi® - Tape with a breadth of 5cm and a thickness of 0.04mm ± 0.005mm. Furthermore, the same, alcohol-cleaned surface has been used for all measurements. Various parameters such as surface-roughness, adhesive and temperature that would affect the surface energy have been held constant through the previously described arrangements. Only qualitative analysis of these parameters will be included in this paper.
The velocities used in the kinetic experiments were held low enough in order to assume a constant velocity when pulling. Had higher velocities been used, a phenomenon would have occurred that is commonly referred to as stick-slip – phenomenon in literature and velocities would not have been constant over time. The stick-slip regime describes a periodical change in a tape’s detaching velocity despite a constant peeling velocity. (Cortet et al., 2007) This effect would then make pulling-force evaluations pointless.

Two further simplifications were the neglect of the weight of the wires when applying the law of energy conservation and the solely study of angles up to 90°. There may not be a significant difference in the minimal pulling-force if the angle in between the surface and pulled off tape is bigger than 90° according to trigonometric considerations, however, this is not subject of this paper.

Theory

As mentioned above, the total force can be divided into two parts. The vertical component is responsible for pulling off the tape and the horizontal component for elongating the tape due to elasticity:

\[ \vec{F}_{\text{Pull}} = \vec{F}_{\text{Elasticity}} + \vec{F}_{\text{Remove}} \]  

(2)

To remove the tape, the pulling force needs to overcome the adhesion energy in between tape and surface. For the minimal force this denotes:

\[ \vec{F}_{\text{Adhesion}} = \vec{F}_{\text{Pull}} \]

As a result, equation [3] can be derived:

\[ \vec{F}_{\text{Adhesion}} = \vec{F}_{\text{Elasticity}} + \vec{F}_{\text{Remove}} \]  

(3)

Thus, to find the minimum of the pulling-force \( F_{\text{Pull}} \), the adhesion force \( F_{\text{Adhesion}} \) (depended on the adhesion energy) and the force \( F_{\text{Elasticity}} \) used to strain the tape (depended on Young’s modulus) need to be found.

In the following, the results of our studies on these two relevant parameters adhesion energy and Young’s modulus under the described conditions will be discussed.

A. Young’s Modulus

To determine the horizontal fraction of energy needed, the following commonly known equation needs to be considered:

\[ \frac{l}{\Delta l} = \frac{1}{E} \cdot \frac{F}{A} \]  

(4)

where \( l \) is the original length, \( \Delta l \) the length-growth when the tape is stressed, \( E \) stands for Young’s modulus, \( F \) for the force applied and \( A \) for the affected area. Through the experimentally found stress-strain curve which is shown in figure 5 in the experimental part, we concluded that Young’s modulus for the Nopi® - Tape is 269 ± 1 MPa.
Surface Energy

As mentioned in the beginning, there are no certain values for the surface energy due to its high dependence on the parameters composition of the tape, temperature and surface. It is obvious that the composition of the tape and surface impacts the strength of the Van der Waals forces and therefore, every tape sticks differently to various surfaces. However, the composition of the tapes’ adhesives is unknown and therefore will not be altered in this paper. Furthermore, a row of experiments have shown that the range of temperatures accessible for our setups is too small to make a difference for the planned set of experiments. As for the impact of surface roughness on the surface energy, this paper will only give a short qualitative explanation on how it impacts the sticking-behaviour: Obviously, a tape will stick best if there is as much interface between the adhesive and the surface as possible. Therefore, rough surfaces with cracks that augment the area contribute to strong adhesion. When these cracks turn too big, however, the adhesive will not be able to fill the gaps anymore. At that point, adhesion energy becomes smaller again. In conclusion it can be said that an even surface can develop stronger as well as weaker adhesion to the tape if compared to a rough surface (figure 3). In the case of the Nopi® - Tape which has a thick adhesive-layer, cracks with a depth of 4 µm would supposedly present the optimal size. This theoretical evaluation has not been tested further because the aim of this paper is to evaluate the minimal pulling force for the Nopi® - Tape on one certain surface. Changing the parameter surface would only result in a change of measurement results that are inserted in the generally valid formula for γ.

Figure 3: Overview over the development of adhesion energy depending on the size of cracks in the surface

As discussed, the surface energy γ is different for every set up due to its intrinsic nature. Therefore, it had to be found experimentally which appeared to be difficult due to its much dependence. However, through the law of conservation of energy it was possible to be found by conducting a stationary experiment. All involved energies can be summed up through formula [5]:

\[ \gamma = \ldots \]
\[ \Delta E_{pot} = \Delta E_o + \Delta E_D + \Delta E_{pot2} \]  

with

\[ \Delta E_{pot} = m_w \cdot g \cdot h \]

\[ \Delta E_o = \gamma \cdot b \cdot x \]

\[ \Delta E_D = \frac{mg}{bd} \cdot \frac{1}{E} \cdot x \cdot m_w \cdot g \]

\[ \Delta E_{pot2} = \frac{h_h}{2} \cdot \bar{l} \cdot g \cdot h \cdot \rho + h_h \cdot m_s \cdot g \]

In these equations, \( \Delta E_{pot} \) as the total energy of the weight attached to the tape to pull it off is described as a sum of \( \Delta E_o \), the surface energy, \( \Delta E_D \), the energy used for straining the tape and \( \Delta E_{pot2} \), the potential energy resulting from the weight of the construction including weight of the tape, the stick to attach the end of the tape to the string and the string itself. Further used parameters: \( m_w \) stands for the mass of the weight that is pulling at the tape, \( h \) for the height of the weight, \( b \) for the width of the tape, \( x \) for the length of the surface being released of the tape, \( m \) for the mass of the entire construction as well as the tape, \( \bar{l} \) for the peeled length, \( d \) for the tape thickness \( \rho \) for the tape density and \( h_h \) for the height of the tape’s pulled off end. A graphic description of these formulas can be seen in Figure 4.

![Figure 4: Visualization of Formula [5]](image)

Through inserting values for all these variables except for \( \gamma \), \( \gamma \) can be calculated with formula [5]:

\[
\gamma = \frac{m_w gh - \frac{mg}{bd} \cdot \frac{1}{E} \cdot x m_w g - \frac{h_h}{2} \cdot \bar{l} g \rho - h_h m_s g}{bx} \quad [N/m]
\]
Having found the surface energy for the used setup, the minimal force to pull off a tape can now be calculated by this formula:

$$F_{\text{crit}} = \frac{\gamma b}{\sin \alpha}$$  \hspace{1cm} (6)

In equation [6], $F_{\text{crit}}$ depicts the minimal force necessary to pull off the tape at $v = 0$, $v$ being the speed of pulling. $\gamma$ is the surface energy in [N/m], $b$ the width of the tape in [m] and $\alpha$ depicts the pulling angle.

Having achieved a result for the minimal force in a stationary case, it was necessary to observe the tape’s behaviour when being pulled off at a constant speed rate. Therefore, a new setup was developed. Its schema can be seen in figure 7 in the experimental part of the paper.

The purpose of this new experiment was to find whether or whether not more force would be needed if the tape was pulled off at a certain speed rate. Due to the presumption of the adhesive being a non-Newtonian viscoelastic fluid, a change of the needed force was expected. Neither a change in the ratio of the force components nor a change of the angular dependence but an increase in the total force needed was the anticipation. Through the experiments, this was verified and the adhesive then could be identified as a shear-thickening non-Newtonian fluid. As will be shown in the results, not the shape of the curve, and therefore the angular dependence, or the contingent of the vertical force-component towards the total force changed, but a shift upwards of the equally shaped curve could be seen.

**Experimental Setup**

The curve in figure 5 shows how the length changes at a certain stress. As expected, it develops linearly in the beginning until the point at which the tape will not go back into its original length at about 13 MPa. This linear section also is the one relevant for the calculation of Young’s modulus.

![Stress-strain curve of the Nopi®-Tape](image)

*Figure 5: Stress-strain curve of the Nopi®-Tape*
The data inserted into formula [5] originates from 10 equal stationary experiments with the Nopi\textsuperscript{®} - Tape as shown in figure 6: Differently heavy weights were attached to the tapes sticking to the standard surface through wires and were left hanging for 5 days to be able to assume the stationary case. The resulting data then was filled in into equation [5]. The mean of these 10 experimental results for the surface energy $\gamma$ is $14\pm3$ J/m\textsuperscript{2} (or also: $14\pm3$ N/m).

Figure 7 depicts the setup for the kinetic experiments. Through the electromotor, constant velocities could be achieved and altered accurately after each measurement. The sensors measured the force applied, the length of the tape that was pulled off and the angle in between tape and surface. This acquired data produced the graphs presented in the paper’s Results:

**Results**

The critical force of the Nopi\textsuperscript{®} - Tape calculated from equation [6] on the used surface equals $0.7N \pm 0.15$ N at 90°. Expressed as a function of the angle $F_{\text{crit}}$, this result can be written as $F_{\text{crit}} = \frac{0.7N}{\sin \alpha}$. Figure 8 shows the corresponding plot:
As indicated in figure 9, the graph picturing the vertical force – component $F_v$ can be assumed as linear according to these experimental results, whereas the total force $F$ inclines with the decrease of the angle $\alpha$ in-between tape and surface as stated in [7].

$$F_v = F \cdot \sin \alpha = \text{const.}$$  \(7\)

This corroborates the theory applied for and results achieved from the stationary setup: The smaller the angle $\alpha$ becomes, the more energy has to be dedicated to the strain of the tape. Furthermore, the plotted graph in figure 8 which shows the dependence of the force necessary to pull off the tape on the angle, fits the measurements shown in figure 9.
Figures 10 and 11 show slightly higher velocities than figure 9. Still, the theoretical prediction of how the velocity will develop with changing angle seems to fit. However, the graphs shift upwards: At an angle of 60°, for example, 3 N are needed to pull off a tape at 0.16 m/s (figure 9), whereas 4 and 5 N are needed at 0.25 and 0.3 m/s for the same angle (figures 10 and 11). Additionally, figure 11 includes the horizontal force component which again appears roughly constant. The measured data could not be evaluated up to angles of 90° degrees due to initial imperfection of a constant pulling force.

Whenever this paper referred to “fits” of the theoretically predicted graph derived from the stationary experiment, this can only be seen as a fit concerning the graph’s shape. As can be seen in figures 9, 10 and 11, the graph experiences a shift upwards whenever velocity is increased. Still, the development of the forces always proceeds in the same way: the vertical component responsible for separating the tape from its surface remains roughly constant whereas the horizontal component increases with decreasing angles due to the elasticity of the tape. Thus, the minimal force necessary to pull off a tape indeed occurs in the stationary case and can be described for any angle of pulling by our model. Furthermore, this paper has shown a qualitative approach on the influence of surfaces on the adhesion energy.

**Figure 10:** Total force needed to pull off the tape at 0.25 m/s; red graph: measured, blue graph: theoretical prediction of the velocity development

**Figure 11:** Total force and its vertical component at 0.3 m/s
Discussion

The achieved results presented above show that the force necessary to pull off adhesive tape from a horizontal surface is dominated by two parameters: surface energy and elasticity. This conclusion was drawn from equation [3]. Therefore, this paper set out to characterize these two quantities further. Through energy conservation, it was possible to calculate $\gamma$ for the Nopi®-Tape within an acceptable range out of the stationary experiment. Furthermore, Young's Modulus was found experimentally and these results then could be used to calculate the critical force for every angle. This is visualized in figure 8. Comparing this result with our experiments, they produced graphs in the exact same manner which verifies the developed formula. Figures 9 to 11 show the described fit of the curves. As suggested additionally in the theoretical part, it could be proved that the horizontal force component remains roughly constant if there is no change in material or surface whereas the total force inclines with decreasing angles. This can be explained through the additional force that has to be applied due to increasing strain at smaller angles. Figures 9 to 11 anticipate this behaviour. Another phenomenon observed with the kinetic experiments was the horizontal shift of the curves whenever the velocity of pulling was changed. Therefore, whenever this paper referred to “fits” of the theoretically predicted graph derived from the stationary experiment, this can only be seen as a fit concerning the graph’s shape. As can be seen in figures 9, 10 and 11, the graph experiences a shift upwards whenever velocity is increased. Still, the development of the forces always proceeds in the same way: the vertical component responsible for separating the tape from its surface remains roughly constant whereas the horizontal component increases with decreasing angles due to the elasticity of the tape. This shift can be explained through the tape’s viscoelastic properties: If we assume that the material to be shear-thickening, it can be explained that higher velocities and thus bigger forces contribute to a worse pulling-off behaviour. The more shear forces dominate, the more particles enter a state of flocculation and are no longer held in suspension. Adding this fact to the theoretical approach, the minimal force necessary to pull off a tape indeed occurs in the stationary case and can be described for any angle of pulling by our model. Furthermore, this paper has shown a qualitative approach on the influence of surfaces on the adhesion energy.

To sum up what has been achieved it could be said that the two experiments have fully proved a novel theory developed in this paper.

Conclusion

In this paper, a theory was developed to predict the force fractions involved in pulling off a tape and their developments when altering pulling-angle or –velocity were observed. The idea was to find the two crucial parameters: the surface energy and Young's modulus. This was accomplished by filling in missing data into equation [5] through the stationary experiment where the conservation of energy is being considered. As a result, a minimal force could be determined in dependence on the angle: 0.7N/sin$\alpha$. The resulting plot can be seen in figure 8. Through conducting another experiment where the tape is being pulled off at a constant speed-rate, it was possible to observe the development of the total force. As a matter of fact, all curves from the stationary and kinetic experiments fit the theoretical plot. The only difference can be found in the vertical shift upwards that takes place with increasing
velocity for which has also been found an explanation. Through observation of the vertical force-component which was linear in any experiment, the theory again was affirmed.
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Introduction

This task asks us to “determine force necessary to remove a piece of adhesive tape from a horizontal surface”. Relevant parameters are also to be investigated. Word “necessary” points that we have to find minimal force required, and, therefore, the most effective way of removing should be used: peeling. It is also said that surface should be “horizontal”; however, there is no affect of the gravity forces on the interactions between tape and surface. Therefore, our surface should be just flat; not necessarily horizontal.

Experimental setup

Everything will be much easier if tape is peeled with constant force. At the same time, since the tape is peeled, the point of application of force is all the time moving. That is why the best option is to use gravity force: it’s constant, it always follows the object. So, experimental setup will be like this: a flat sheet of material (we used acrylic resin), which can be placed at different angles to the horizon in order to change peeling angle – angle between already peeled tape and surface (this is why we replaced word “horizontal” with word “flat”). The tape is placed on the lower side of the sheet, and a weight is attached to tape’s end. Then, dependence of coordinate of the border of still attached to the sheet tape on time is measured. As seen in fig.1, this dependence is linear, therefore force, holding tape, is equal to the gravity force, acting on the weight. However, if attached mass is changed, dependence remains linear. Conclusion: tape “resists” detaching with the force equal to applied. To study this phenomenon, we should take a closer look at the clue behavior and interaction between tape and surface.

Pressure sensitive adhesive

There exist different types of adhesives; however, we had focused our research on the tapes, which used pressure sensitive adhesives (PSAs). This is the type of adhesive, which doesn’t require heating, or adding water to start adhesion; that is why it is the most common one. The adhesive itself is generally a viscoelastic non-Newtonian fluid. ¹²³. It uses van der Waals

Figure 1. Peeling weight is 0.5 kg, velocity is (2.38±0.02) mm/min.

Figure 2. Is this pressure sensitive? Peeling weight is 0.5 kg, pressing mass ranges 0.1-30 kg.
interactions between it and other surface’s molecules. Most people think that “pressure sensitive” means that the higher pressure is applied when sticking tape to the surface, the better will be interaction between them\(^1\). It is true for most double-sided tapes; however, as shown in fig. 2, it doesn’t work for the usual scotch tape (which is probably the most widely-used). In order to explain this fact, we had decided to study the reasons why double-sided tape does respond to the applied pressure.

“Contact area”

Two-sided tape has rather not flat surface: there are notable “hills” on it (see fig.3). That is why, when putting this tape to some object, first the “hills” meet surface; and to make the lower parts of glue to reach the surface “hills” should be compressed. To describe this effect we had used “contact area” – area of the glue which actually interacts with the surface, in percent of all area of a sample.

To measure this value another experimental setup was built. With one side tape was attached to a small panel (area of the panel was equal to the area of the sample). The other side of the tape was attached to the upper side of a sheet of glass and weights were placed on the panel. A small LED was attached to the side of the sheet and under the sheet a camera was placed. Then everything is set in the dark place. The main idea is that the glue, which interacts with surface, is in optical contact with it; and other glue is not. Therefore, light, emitted by diode, is scattered by the interacting glue, causing it to glow. A picture of the sample is taken (fig. 4), and then percentage of bright pixels is calculated using software. Fig. 5 shows dependence of the contact area on the applied pressure. At first it grows very fast: not many hills are touching the surface, and it’s not necessary to press hard to deform them. However, when the pressure is increased, the amount of glue which should be squeezed increases too; at the same time, deformation of the already compressed glue also increases. Therefore, 100% contact area is almost unachievable (even after putting over 60 kg on the panel it became only about...
96%). It can be noticed that with growth of pressure its error increases significantly. The reason for it is that with bigger weights it is more and more complicated to distribute the pressure uniformly.

**Mathematical model**

Qualitative explanation can be expanded into quantitative model. Certainly, to create it we need some information about the shape of the glue’s surface; or, being more specific, we need to know how big total area of glue, which has some specific thickness is. We can consider, that thickness of glue follows some distribution; and for the simplest mathematical model we will approximate that it is Gauss distribution. Then, if after applying some force distance between the panel and the surface became \( x \), amount of glue, which isn’t interacting yet, will be:

\[
N(x) = \frac{1}{2\pi\sigma^2} e^{-\frac{(x-\mu)^2}{2\sigma^2}};
\]

where \( \mu \) is average thickness of glue, and \( \sigma \) is difference between biggest and smallest thickness, divided by 6. Now, if we want to find the force, caused by the deformation of glue (considering, that it behaves according to Hooke’s law):

\[
F(x) = \int_{x_n}^{x_{\text{max}}} (N(x_n + \Delta x) - N(x_n)) S \cdot E \cdot \frac{x_n - x}{x_n} \cdot dx_n;
\]

where \( x_{\text{max}} \) is highest thickness of the glue, \( S \) is area of the sample, \((N(x_n+\Delta x)-N(x_n))S\) describes area covered with the glue, which had original thickness between \( x_n \) and \( x_n+\Delta x \), and \((x_n-x)/x_n\) shows relative deformation of such glue. And contact area \( C(x) \) will be calculated as \( C(x) = (1-N(x)) \times 100\% \). Now, using software, it is possible to plot \( F(x) \) vs. \( C(x) \). Comparison between results of the model and actual experimental data can be seen in fig.6. Differences can be explained by the fact, that our approximations with Gauss distribution and Hooke’s law are not 100% correct; however, results are rather close: for contact areas less than 70%, difference between theory and experiment doesn’t exceed 10%.

Dependence of the detaching velocity on the contact area is linear (fig. 7): the higher is contact area (respectively, the higher was applied pressure) the lower is detaching velocity. So, we have successfully explained why applying pressure to the double-sided tape increases its resistance to peeling. And since we were right with our theory of uneven surface of the glue being the main reason of dependence on applied pressure, we now have an explanation for the lack of such dependence for scotch tape: its glue has rather even surface. That is why, when scotch tape approaches a surface, whole area of the
sample interacts with the surface at once, and all possible bonds are established. And once a bond is established, applying pressure doesn't change anything.

**Measurement of Young's modulus**

Calculation of the $F(x)$ in previous chapter required knowing of the Young's modulus $E$ of the glue. To measure it a thin stripe of the tape was taken, and a very small weight (8.8 g) was attached to it. Then everything was put under the microscope (fig.8). In the very beginning of detaching small oscillations can be observed. Approximating the whole system as a spring pendulum it is possible to find Young’s modulus through the period of these oscillations.

However, after several oscillations glue stops following Hooke's law, and finally starts tearing. It should be noticed, that it's exactly glue tearing into two parts – not glue detaching from the surface (fig.9).

**Minimal force**

Once the glue stopped following Hooke's law it can be described as a viscoelastic non-Newtonian fluid\(^2,3,4\). While behaving like this, all interactions in glue will depend on the velocity and applied forces. Exactly this behavior explains why tape resists detaching with the force equal to apply.

In fig.10 you can see dependence of the detaching velocity on applied force. Experimentally, we have found that it is a parabola:

$$V_{\text{mean/\text{min}}}(F_N) = (0.40 \pm 0.01) F_N^2 - (0.43 \pm 0.09) F_N + (0.2 \pm 0.2);$$

It shows that velocity will be zero only if no force is applied. It means that a piece of tape, attached to the lower side of the sheet of material, can be pelt off by its own weight. Experiments show, that it is true: for example, a 3.7X3.7 cm piece of double-sided tape, attached with contact area of 75%, will fell off in 4 days. However, it can happen not because of mechanical processes, but because of chemical: in such a
long periods of time chemical reactions between glue and the surface may occur. There is no way of checking what exactly happens (mechanical destruction of glue or chemical). That is why we decided to reject using term “minimal force” or “force necessary to remove”; we described dependence between applied force and velocity of peeling instead.

**Angle of peeling**

As shown in fig. 11, angle of peeling (angle between the detached tape, and the side of surface, from which the tape is already removed) significantly influences velocity. It is explained by the fact, that applied force is used for two purposes: its projection, normal to the surface, stretches and tears glue apart; while its projection, parallel to the surface, moves the point of detaching. That is why, if angle is 180° velocity is low: projection of the force, which should stretch the glue is zero. The same reason for low velocity if angle is 90°: now we don’t have projection, which moves point of detaching forward. And the peak of velocity is when projections are equal: when peeling angle is about 135°. If we use peeling angles smaller than 90°, projection of the force, parallel to the surface, is opposite to the peeling direction; therefore, peeling is extremely slow. And, finally, if we try to peel at the 0° angle a slip-stick phenomenon will occur: because of the force applied, tape will slip; but since there is no force projection which can move it away from the surface, new bonds will be established and tape will stick to the surface again. This slip-stick cycle will continue while force is applied; so, in general, tape will be moving parallel to the surface with very low speed.

It is interesting to note, that a small social study had shown that in average, people are peeling tape at the angle of 136.4°, which is really close to the optimal value. However, it can be explained by the fact that person’s hand just moves so that resisting force is minimal, therefore choosing optimal angle.

**Environment influence**

During our work we have noticed, that all long-lasting experiments (especially if they lasted over one day) were giving big errors and sudden jumps of dependences. It is explained by changes in the environment temperature and relative humidity.
Unfortunately, we could not control relative humidity of the air; but we had run an experiment with different temperatures (fig. 12). Still, it was hard to keep temperatures, lower than surrounding temperature, constant during whole experiment; this is why measurements at lower temperatures have higher errors. However, the plot shows quite well that increase in temperature causes increase in peeling velocity: glue behaves as a viscoelastic non-Newtonian fluid, and temperature impacts both its viscosity and elasticity significantly.

Conclusions

Main conclusion of our work is that since tape will detach if any (other than zero) force is applied, there is no such thing as “force necessary to remove”; only dependence between applied force and velocity. This dependence appears to be parabola. The parabola can be affected by the temperature, peeling angle and contact area. Contact area effects are applied if thickness of the glue layer isn’t constant (for example, on most double sided tapes). For quantitative analysis we can consider that thickness of glue follows Gauss distribution, and glue behaves according to Hooke’s law. Same approximations can be used if measuring Young's modulus of glue through the period of small oscillations. However, if we are describing detaching of the tape, we should take into account, that glue behaves as a viscoelastic non-Newtonian fluid. That is why tape resists detaching with force, equal to the applied.
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Abstract

This paper focuses on determining the force necessary to remove a piece of adhesive tape from a horizontal surface and investigating the influence of relevant parameters. It explains a simple and fairly accurate experimental setup which enables changing the angle, width and temperature as well as the surface to which the tape is attached. It gives an insight to both microscopic and macroscopic process of removing the tape and a theoretical model compared with obtained results.

Adhesion, cohesion

Adhesive tape sticks to the surface due to intermolecular interactions between the glue molecules (long polymers) and their interactions to the surface. These forces are adhesion forces (between molecules of glue and the surface) and cohesion forces (between molecules and layers of glue). Thus, there are two easily observed basic fracture types, depending primarily on the velocity of removing the tape from the surface, adhesive and cohesive rupture. A previous study [1] has shown that typically under rupture velocities of \( \sim 10^{-3.5} \) (m/s) cohesive rupture occurs and above \( \sim 10^{-3} \) (m/s) adhesive rupture occurs. More thorough rupture explanations can be found in the Temperature section. While conducting the experiments, the rupture velocity was measured to assure an almost constant peel-off rate (minimum force) and a phenomenon of forming threads between glue layers was observed. During peel-off the stick-slip phenomenon was noticed, but the average velocity was not increasing so no further analysis of it was done.

Model

Assume that the total glue volume is preserved during the thread formation according to \( V = Nr^2 \pi l \), \( N \) being the number of formed threads which remains approximately constant over peel-off, \( r \) the radius and \( l \) the length of a thread. Critical condition of thread fracture depends on surface tension minimum. At a certain thread length it is more favourable to break into two parts than remain a single very long thread (Rayleigh’s instability criteria). The adhesive energy per surface area of glue \( G \) holding the tape needs to be overcome by the peel-off force to remove it. Every tape and surface have a characteristical \( G \) which can be used as a comparison between measurements with different angle, backings and other conditions. This \( G \) depends on the above mentioned surface tension criteria and therefore on the temperature of the whole system. The mentioned adhesive energy equals the work done by the peel-off force minus the stretching \( S \) and dissipation work \( \int_0^\epsilon \sigma d\epsilon dx \) where \( b \) and \( h \) are tape dimensions (thickness and width respectively), \( \sigma \) is tensile strength and \( \epsilon \) is elongation \( (\Delta x / x_0) \) of the backing material.
The work of the peel-off force removes the tape from the surface as well as elongates it. It is described by the relation $dU = F(1 + \varepsilon)dx$ where $F$ represents the peel-off force. Since the tape does not shear, work done in the plate direction by component $F_1$ (figure 1) is 0. The reduced expression being $dU = F(1 + \varepsilon - \cos \theta)dx$.

All above considered, $G$ (adhesive energy per surface) is:

$$G = \frac{F(1 + \varepsilon - \cos \theta)}{b}$$

Elongation differs between measurements depending on the applied force. Hook’s diagram of plastic materials (such as these referred to as backing) shows that there is a small part of strain possible after elastic limit before failure and thus I find the use of Hook’s law appropriate. Elongation is calculated using the expression below, $E$ being the Young’s modulus, a backing characteristic $\varepsilon = \frac{F}{bhE}$.

**Tape properties**

Equations pointed out so far help to decide which important tape properties are to be evaluated such as tape width, thickness and Young’s modulus. Measurements were done on two types of tape: transparent tape and creped tape (named after backing). Results were compared with factory data.

**Experimental setup**

A piece of tape (15cm) was attached to an adjustable slope (aluminium and laminate surface) (figure 1) from the bottom side and evenly pressed with a metal cube. It was detached using a weight – various sized pots filled with water/grains. An empty pot hanged on a thin thread. The pot was slowly filled till the peel-off started. To assure that the minimal necessary force was applied a time measurement of the detaching process was done. Time was measured every cm of the peel-off, these intermediate times were compared and only experiments done at a constant peel-off rate were taken into consideration. Peel-off rates were mostly in the interval of both cohesive and adhesive rupture ($\sim 10^{-3.5}$ (m/s) to $\sim 10^{-3}$ (m/s)).

The pot was afterwards weighed to find its mass and thus the peel-off force $F = mg$. Angle variations were simple on this slope as it was completely moveable.

Tape width measurements were done using a 5 cm tape cut width a scalpel on a horizontal surface.

Temperature variations required a different setup. A long and wide metal plate (aluminium) was placed horizontally, warmed from one end with an electric stove and cooled down from the other with a constant water stream along the entire edges. This resulted in a linear temperature gradient from one to the other plate side measured with a laser thermometer to mark the same temperature sections.

**Figure 1**: Force analysis on the slope with a marked angle and experimental setup consisting of an adjustable slope and a filling pot.
Relevant parameters

The focus of this study is on angle, width and temperature parameters as these can be evaluated by the presented theory. A comparison of tapes is included with two tape types (transparent and creped tape). Other tapes were not taken into consideration. Tape differences could not be considered a true parameter due to variations between glues and backings (on which \( G \) depends on) and as these they are less relevant. Surface dependance is of importance as it influences peel-rate and is connected with pressure magnitude. Other surfaces besides aluminium and laminate were not investigated because it was not simple to express surface differences. Presented results just enhance that \( G \) is a surface-glue not just a glue property.

Angle

A complex relation between angle and the peel-off force requires an indirect representation. The x-axis includes \( \varepsilon \), which is dependent on \( F \) but changes in a smaller order of magnitude than \( \cos \theta \) and thus this is indeed an force/angle relation. All errors are from the progression plot.

\[
F = \frac{\text{const}(G)}{1 + \frac{\varepsilon}{2} - \cos \theta}
\]

**Figure 2**: Angle-force dependence on the aluminium surface for tapes, temperature 20°C, first order inverse function plots

**Figure 3**: Angle-force dependence on aluminium and laminate surface for creped tape, temperature 20°C, first order inverse function plots
Width

Tape used for this parameter is the same type and manufacturer transparent tape which is initially wider and cut for the purposes of this experiment. This relation is also shown indirectly and follows the equation variation:

\[ F(1+\frac{\varepsilon}{2}) = bG \]

![Graph showing tape width-force dependence on laminate surface for transparent tape, temperature 20°C, linear regression at a constant angle 90°](image)

\[ G_u = 173 \pm 5 J/m^2 \]

**Figure 4:** Tape width-force dependence on laminate surface for transparent tape, temperature 20°C, linear regression at a constant angle 90°

Temperature

Observing the tape as a thermodynamic system helps us determine a minimum free energy condition from which the number of forming threads is found. Since surface tension depends on temperature it links the energy condition to temperature dependence.

Thermodynamic free energy \( F \) is the amount of work that a thermodynamic system can preform related with \( F = U - TS \) where \( U \) (the internal energy of the system) is surface energy. \( U \) follows the relation \( U = N2\pi l \gamma(T) \), \( \gamma(T) \) being the surface tension of a surface formed of \( N \) threads. \( S \) is the system entropy for which a greater number of threads is more favorable and \( S \sim kN \ln N \) (entropy of an ideal 2D gass).

There is a minimum free energy condition which gives the \( N_0 \) number of formed threads

\[ U = TS/ \frac{d}{dN} \]

Energy condition can be related to the force needed to peel-off the tape by surface energy/length derivation

\[ F = \alpha \frac{\gamma(T)^2}{T} \]

This equation is obtained by expressing \( r \) by the constant volume relation \( V = Nr2\pi l \).

Including surface tension temperature dependence

\[ \gamma(T) = y_0 \left( 1 - \frac{T}{T_c} \right)^n, y_0 \left[ \frac{J}{m^2} \right] \]
where \( n \) is an empirical value (11/9 for organic liquids such as glue [2]), the final expression is
\[
F = \beta \left(1 - \frac{T}{T_c}\right)^{22/9}
\]
with \( T_c \) being the system critical temperature and \( \beta \) a coefficient. These coefficients were read from the fit and \( T_c \) showed agreement with factory data.

\[
\begin{align*}
G_a &= 230 \pm 8 \text{J/m}^2, \text{laminate} \\
G_a &= 158 \pm 6 \text{J/m}^2 \\
G_a &= 244 \pm 5 \text{J/m}^2, \text{laminate} \\
G_a &= 173 \pm 5 \text{J/m}^2.
\end{align*}
\]

This energy determines the necessary force. Conducted experimentsshow the changes of this force \( F \) in accordance to predictions - preserving the same \( G \) for relevant parameters.

\[
\begin{align*}
\text{Angle} (45^\circ - 135^\circ), \text{ width and temperature (surface tension microscopic view) parameters show an excellent agreement of the experimental results and the theoretical model.}
\end{align*}
\]

**Conclusion**

In this work a comprehend answer to peel-off force determination and relevant parameters investigation was presented. The peel-conditions were set with fracture energy / surface \( G \) property evaluated for:
- creped tape on aluminium \( G_a = 230 \pm 8 \text{J/m}^2 \), laminate \( G_a = 158 \pm 6 \text{J/m}^2 \)
- transparent tape on aluminium \( G_a = 244 \pm 5 \text{J/m}^2 \), laminate \( G_a = 173 \pm 5 \text{J/m}^2 \).
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Abstract

The current article is an investigation on possible methods of determining the force, necessary to remove a piece of adhesive tape from a horizontal surface. Initially, the force was determined based on concepts of surface energy and elastic deformation. In order to increase the accuracy and avoid some simplifications, a numerical simulation was developed. The force was accurately measured and based on experimental measurements, theoretical predictions were verified.

Introduction

Adhesion occurs due to various types of interactions between the molecules of the adhesive and adherent materials. Depending on the type of the adhesive tape and adherent, different types of interactions are involved e.g. Van der Waals forces, physical interlocking, diffusion of polymers, electrostatic forces, etc. There are various adhesion theories. None of these theories cover all the different aspects of adhesion. “A promising combination of different adhesion theories does not exist” [1] thus, adhesion is not a well-known phenomenon. Adhesive tapes are a subject of various measurements [1][2][3][4]. But there is no comprehensive method to model the adhesive tape and predict its behaviour under different conditions. Various types of chemical and mechanical bonds [4] involved in adhesion, seem too complicated to be theoretically modelled. In the present work, a simplified model will be introduced. Despite its simplicity the predictions are quite accurate and are in great agreement with experimental measurements.

It was observed that in some cases (Low peel angle), detaching of the adhesive tape from the adherent material is mainly due to deformation. A significant difference was observed when a paper-backing adhesive tape and a plastic-backing adhesive tape with similar adhesive layers were removed. Thus, aside from adhesive layer and its properties, the properties of the adhesive tape backing are also decisively important. When the force is applied, stresses propagate along the adhesive tape. These stresses cause the adhesive layer to deform. When the force reaches a critical magnitude, the bonds between adhesive-adhesive or adhesive-adherent or adherent-adherent cannot provide enough force. Therefore they will be removed. In either case, the adhesive tape is removed from the surface.

“The dependence of the peel force on the peel rate is complex. It has been shown that several regimes can be obtained as a function of the peel rate” [2] In order to avoid the
complex behaviour of the adhesive material related to peelrate, all the experiments have been done under a static condition ($v_{peeling} \rightarrow 0$).

**Theoretical Analysis**

In order to remove a piece of adhesive tape, all the bonds between adhesive-adhesive or adhesive-adherent or adherent-adherent should be removed. Removing each of these bonds requires a certain amount of energy. We define this energy as: $Ay$, $A$ is the area of the adhesive tape that has been removed from the surface and $y$ is the adhesion energy per area. $y$ is a function of environmental conditions. Aside from this, the deformation of the adhesive tape also consumes energy.

The theory is based upon some assumptions:
- Removing the adhesive bonds consumes energy. This energy is described by $y$, surface energy density discussed above.
- Adhesive tape shows considerable strain in respond to stress. This deformation consumes energy and is described by modulus of elasticity, $E$, which is considered to be constant.
- In the whole process, adhesive tape behaves elastically.
- Wasted energy (energy converted to heat or radiations) is considered negligible.
- Small deformations of adhesive layer consume energy. This energy is considered negligible.
- The work done by the peeling force is equal to the change in the energy of the system.

Based on these assumptions, and conservation of energy, the force $F$ can be found. (Fig. 1)

![Illustration of parameters](image)

**Figure 1:** Illustration of parameters
\[ W = \dot{F} \cdot \Delta \vec{r} = \gamma A + \frac{1}{2} k \Delta \vec{r}^2 \] (1)

\[
\Delta \vec{r} = \vec{r}_2 - \vec{r}_1 = l \left[ (1 + \frac{\delta}{l}) \cos \theta - 1 \right] \hat{\hat{x}} + (1 + \frac{\delta}{l}) \sin \theta \hat{\hat{y}} \] (2)

\[
\vec{F} = F (\cos \theta \hat{x} + \sin \theta \hat{y}) \] (3)

\[
A = lw \] (4)

\[
k = E \frac{wt}{l} \] (5)

\[
\frac{\delta}{l} = \frac{1}{E} \frac{F}{lw} \] (6)

\[ (1), (2), (3) \rightarrow W = Fl(1 - \cos \theta + \frac{\delta}{l}) \] (7)

\[ (1), (4), (5), (6) \rightarrow W = lw \gamma + l \frac{1}{E} \frac{F^2}{2lw} \] (8)

\[ (7), (8) \rightarrow F = Elw \left[ (\cos \theta - 1) + \sqrt{(1 - \cos \theta)^2 + 2 \frac{\gamma}{Et}} \right] \] (9)

**Numerical Analysis**

The simple analysis of the problem using energy concepts is highly effective (as it will be approved in further experiments). In this method some simplifications are inevitable, most importantly, adhesive layer and its deformation and its corresponding energy that are completely neglected. Furthermore, the energy method is highly abstract and it cannot illustrate what really occurs in the process of adhesive tape removal. Thus, in order to avoid several simplifications and also to have a better understanding of the phenomenon (which is a really important objective of this paper), a simple numerical model was developed to describe the phenomenon down to the micro level (see online supporting material: Modelled adhesive tape removal video).

The adhesive tape was modelled as series of vertical and horizontal springs (Fig. 2). Vertical springs indicate the adhesive layer and the horizontal springs indicate the adhesive tape backing material. Node is where the vertical and horizontal springs connect to each other, small circles in figure 2. When the force is applied to the first node, the equilibrium state of system (All the nodes are in equilibrium state) will be found. At this point, if the length of the first spring is higher than a critical length, the adhesive tape is removed and the necessary force is found. Otherwise the force will gradually increase and the process will repeat (Fig. 3, 4, also see online supporting material: Source code).

The numerical model is based upon some assumptions:

- Wasted energy (energy converted to heat or radiations) is considered negligible.
- In the whole process, both adhesive layer (vertical springs) and adhesive tape backing (horizontal springs) behave elastically.
The adhesive tape removes because the strain of the adhesive layer (length of the first spring) reaches its limit.

Parameters involved in the numerical model

Four parameters are involved in the numerical model:

- $N$, Number of the springs. This parameter affects the accuracy of the model and is not a determinant itself. This parameter was set to 100 springs per millimetre.

- $K_v$, constant of vertical springs. This parameter is proportional to modulus of elasticity of the adhesive layer and its dimensions (thickness and width). These parameters are measured in experiment part.

- $K_h$, constant of horizontal springs. This parameter is proportional to modulus of elasticity of the adhesive backing and its dimensions (thickness and width). These parameters are measured in experiment part.

- $l_{\text{critical}}$, maximum length of the first spring. When the adhesive tape removes, the first spring removes either from the adhesive backing (horizontal springs) or from the surface, because it has reached to its ultimate strain. This ultimate strain is similar to $\gamma$ parameter discussed in the analytical theory and it is related to chemical and physical properties of both adhesive and adherent materials, their interaction and environmental conditions. This parameter will be calibrated in experiment part.
Experiments:

Measurement of the force

The force necessary to remove a piece of adhesive tape under a static condition was measured. A digital scale with the resolution of 0.1 g is placed on a surface. The height of this surface is adjustable. One end of a string is attached to the scale; the other end is attached to the adhesive tape (Fig. 5). By decreasing the height of the scale, the tension in the string will gradually increase until the adhesive tape starts to peel off from the surface. The number indicated by the scale is the force necessary to remove the adhesive tape. Two types of adhesive tape were experimented, paper-backing and plastic-backing. The comparison between these two demonstrated the significance of the adhesive tape backing material.

Measurement of modulus of elasticity

The applied force was measured when the adhesive tape is deformed (Fig.6). A scale with the resolution of 0.1 g is placed on a surface. The height of the surface is adjustable. One end of the adhesive tape is attached to the scale. The other end is attached to a fixed point. By decreasing the height of the surface, the adhesive tape will deform and the corresponding force is indicated by the scale. This force was measured as a function of deformation (Changes in the width and length of the adhesive tape). Modulus if elasticity can be found by calculating the slope of force-strain graph (Fig.7). This experiment was repeated three times in order to increase the accuracy. The measured modulus is equal to $E = E_{layer} + E_{backing}$. By washing the adhesive layer and repeating this experiment, $E_{backing}$ can be found. This way modulus of elasticity of both materials can be measured. In the analytical theory $E$ is required, but the numerical model requires both.

Figure 6: The experimental Setup

Figure 7: Force vs. Strain, the slope of initial, linear part is proportional to the modulus of elasticity
measurement of thickness

Internal and external radius of the adhesive tape roll (Fig. 8, \( r_1 \) and \( r_2 \)) and length of the adhesive tape (Fig 8, \( L \)) were measured. Based on formula (10) thickness of the adhesive tape can be measured. This thickness is equal to \( t = t_{layer} + t_{backing} \). By washing the adhesive layer and repeating the measurements, \( t_{backing} \) can be measured. This way both \( t_{backing} \) and \( t_{layer} \) are found.

\[
\pi(r_2^2 - r_1^2) = Lt \quad (10)
\]

Figure 8: measurement of thickness

Figure 9: the theory was calibrated (left graph-single layer adhesive tape), and then the calibrated theory was verified in another experiment (right graph-double layer adhesive tape)

Calibration

The theory requires some parameters that are dependent on environmental conditions and chemical properties of adhesive and adherent material, thus, they cannot be directly determined. These free parameters are \( \gamma \), mentioned in the analytical theory and \( l_{critical} \), mentioned in the numerical model. In order to measure these parameters, based on the experimental force vs. peel angle(\( \theta \)) graph, both theories were calibrated and then another experiment was designed in order to verify the calibrated theory: A double layer adhesive tape was used, and force vs. peel angle (\( \theta \)) was measured, the result was compared to the prediction of the calibrated theory (Fig. 9). It is notable that the same type of the adhesive tape was used in both experiments. Therefore, neither \( \gamma \) nor \( l_{critical} \) will change. The only parameter that changes in two experiments is thickness of the adhesive tape, which will affect the \( t \) parameter in formula (9) and \( K_h \), constant of horizontal springs in the numerical model. Thus, the calibrated parameters will not change in double-layer adhesive tape experiment.

Discussion

Both analytical and numerical methods provide accurate predictions (Fig.10). The prediction of the numerical method is more precise at a low peel angles (\( \theta \)) while the prediction of the analytical method is more precise at higher peel angles.
In the following, we discuss main sources of difference between theoretical prediction and experimental measurement.

![Graph showing predictions of numerical and analytical theories and experimental measurements.]

**Figure 10**: Predictions of numerical and analytical theories and experimental measurements

### Experimental error

Error of force measurement was mainly due to the lack of reproducibility in measurements. Especially, in cases when detaching of the adhesive tape requires large force. The error was minimized by repeating the measurements. Furthermore, the static condition of the system and gradual increase of force during the measurements \(v_{peeling} \rightarrow 0\), prevents some dynamic and complicated behaviors of adhesive material and enhances the reproducibility of measurement.

### Elastic behavior of the adhesive

In both theoretical approaches, it was assumed that adhesive tape behaves elastically during the peeling process. According to Fig. 7 this is only true when the strain of the adhesive tape is lower than 0.02. At low peel angles deformation of the adhesive tape would be more significant, thus it may not behave elastically as it is assumed in the theory. As it is shown in Fig. 10 there is no good agreement between the analytical theory and measurements when \(0 < \theta < 20\).

### Neglected energy in the theory

According to formula (1), the total energy spent to remove the adhesive tape, will be used to remove the adhesive-adherent bonds and deform the adhesive tape. The deformation of the adhesive layer also consumes energy which is not considered in formula (1).
Neglected parameters in the numerical model

There are two different types of stresses applied to the adhesive layer. Shear stress resulted from horizontal component of the force and normal stress resulted from the vertical component of the force. In the numerical model different nature of these stresses is neglected. The constant of vertical springs is responsible for both shear stress and normal stress applied to the adhesive layer. In reality these two stresses are described by two different modulus, modulus of elasticity (Normal stress) and modulus of rigidity (Shear stress). As it is shown in Fig. 10, when \(0 < \theta < 20\) and \(60 < \theta < 180\), there is good agreement between the numerical theory and measurements. In these ranges only one type of stresses is dominant. While in \(20 < \theta < 60\) the prediction is not quite accurate, because two different types of stresses are both effective. Adding another type of spring to the model may improve the accuracy.

Conclusion

According to figure 10 and formula (9), the chief task of this investigation is achieved. However theoretical predictions and experimental measurements are based upon some simplifications (e.g. static condition of the system). The problem has been investigated using two different methods:

- Energy analysis of the system based on concepts of surface energy and elastic deformation of the adhesive tape which leads to accurate results (Formula (9) and Fig. 1, 9).
- Numerical modelling of the system based on the elastic nature of the adhesive tape, which describes the phenomenon down to the micro level and also provides accurate predictions (Fig. 2, 3, 4, also see online supporting material: Modeled adhesive tape removal video).

In the experiment part, the dimensions (Fig. 8) and the modulus of elasticity of the adhesive tape (Fig. 6, 7) have been measured to be used in the theory. One free parameter of the theory, related to chemical properties of adhesive and adherent material, was calibrated (Fig. 9). Finally theoretical predictions were compared to experimental measurements (Fig. 10) and their agreement or lack of agreement in different parts was discussed.

Online supporting material

Modelled adhesive tape removal video
http://archive.iypt.org/iypt_book/2011_1_Adsorptive_tape_Iran_HA_HG_Adsorptive_Removal.mp4

Numerical model source code
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Abstract

The current paper is an investigation on the behaviour and motion of flames in case where the flame is placed between two charged parallel metal plates with different charges. A physical experimental setup has been constructed to make precise experiments. Observations give detailed information about the deviation of the flames towards the negative plate, and in some special cases, the diffusion flames start “oscillating”. Theoretical explanation has been proposed for the phenomena and has been proved by the experiments in qualitative predictions. A numerical model has also been developed based on the theory to be compared with the experimental data quantitatively. This paper is based on the original solution of team of Iran on the 3rd problem of IYPT 2011.

Introduction

Flames have been reported to be ionized gases and in some cases to be plasmas [1]. The fact of being plasma or not, depends on the flame temperature and the burning material [1].

Asymmetrical division of the flame in two branches deviating toward different plates, in case where the flame is placed between two charged parallel metal plates, has been observed and investigated in few resources. A suggested explanation is the difference in the mass of the positive and negative ions existing in the flame [2]. In some investigations it is mentioned that the free electrons in the flame existing because of the ionization tend to react with the surrounding air molecules [2].

Other investigations have been made in different experimental situations, e.g. the effect of vertical electric field on flame stability has been investigated numerically by Belhi et al. [4] and it has been shown that flame stability increases in the presence of electric fields due to the momentum source which exists because of the electric force exerted to the ions within the flame (ionic wind).

We will discuss the effect of ionic wind on the shape and motion of the flame in horizontal electric field, and will show that the difference of the mass of the positive and negative ions is not a crucial matter in describing the phenomenon. The oscillatory motion of the flame is also a subject of investigation, which has been initially observed by the authors and no other references as we’ve seen, have reported such a motion.
Theory Base

Chemical analysis

Aside from the combustion process, some other chemical and electro-chemical reactions occur in the flame. In order to determine the electric charge within the flame; which is of significant importance in this investigation, these reactions must be well understood.

The first set of chemical reactions in the flame are those related to the main fuel-Oxygen reaction; a highly exothermic reaction. This reaction produces enough heat to raise the temperature to obtain the ionization energy. The second reaction is the heat thermal ionization, decomposing the molecules into positive ions and free electrons in the high temperature zone. This reversible reaction causes free electrons to flow in the boundaries of the ionized zone.

Combustion: \( \text{Fuel} + O_2 \rightarrow CO_2 + H_2O + \text{Energy} \)

Ionization: \( \text{Fuel} \leftrightarrow \text{Fuel}^+ + e^- \)

In the presence of the electric field the forces acting on positive ions and electrons are in opposite directions, the charge separation will occur, and the contact of the electrons with oxygen molecules in the boundaries of the flame, increases. Thus, the electrons react with \( O_2 \) producing \( O_2^- \).

Electron reaction: \( O_2 + e^- \leftrightarrow O_2^- \)

Due to the electron lost in the flame system, positive particles would be dominant, thus the flame will be positively charged. The rate of electron loss, which is equal to the rate of the charge gain, may be a function of several factors such as density, temperature and even the applied voltage. However, we have assumed it to be a constant amount.

Mechanical Analysis

To study the dynamics of the flame, we assume a control volume which’s boundary is the visible part of the flame. According to Newton’s second law, the derivation of momentum must be equal to the sum of the forces exerted. The derivation of momentum would equal to the changes of momentum inside the control volume plus the sum of the momentum entering the control volume: [4]

\[
\sum F = \frac{\partial}{\partial t} \iiint \vec{V} (\rho d\vec{V}) + \oint \vec{F} (\rho \vec{V} \cdot d\vec{A})
\]  

(1)

Where \( \Sigma F \) is the sum of the forces exerted to the control volume, \( t \) is time, \( \vec{V} \) is the velocity vector of the flow, \( \rho \) is the gas density, \( \nu \) is volume, \( A \) is area (Figure2).

As an approximation, we assume that gas will be generated somewhere inside the flame and moves with a constant velocity \( \vec{V} \) and exits the control volume from the cross-sectional area \( A \). According to this assumption, the above formula changes to:

\[
\sum F = m \frac{d\vec{V}}{dt} + \rho AV \vec{V}
\]  

(2)
Assuming that the gas takes a specific time $\Delta t$ to exit the mentioned control volume, the position vector ($\vec{r}$) of the flame tip would be $\Delta t \vec{r}$. This leads to equations regarding the position vector:

$$\Sigma \vec{F} = m \Delta t \frac{d\vec{r}}{dt} + \rho A \Delta t^2 \vec{r}$$  \hspace{1cm} (3)

The forces exerted to the control volume are the pressure from the boundary, which will be modeled as the buoyancy force, and the electrical force exerted because the flame is a charged body in an electric field ($E$).

$$\Sigma \vec{F} = E q \vec{x} + (\Delta \rho \nu g) \vec{y}$$ \hspace{1cm} (4)

The internal charge of the control volume is needed to find the electric force. Assuming that the combustion process produces charge with a constant rate $Q_{in}$, for the total charge in the control volume ($q$) the control volume formulation for the charge would state:

$$Q_{in} = \frac{dq}{dt} + AV \frac{q}{\nu} = \frac{dq}{dt} + Ar \Delta t \frac{q}{\nu}$$  \hspace{1cm} (5)

The two recent differential equations are the main equations describing the motion of the flame. In the case of steady flow, the changes could be set to zero, and solutions lead to exact constant amounts for the $r$ vector and $q$.

This equation describes the derivative of charge when no external charge exchange happens. However, the flame is conductive in high voltages [5] this means that electric discharge can occur if the flame electrically touches the plate. We assume a specific distance in which discharge happens, and if the horizontal distance would reach this amount, the total charge of the control volume would be set to zero. This leads to sudden reduction in the electric force and causes the flame to draw back, and again total charge increases, causing to a repetition of the phenomenon and leading to oscillation. The general unsteady case was solved numerically.

**Numerical Solution**

To solve the general unsteady motion, a numerical solution was used. Equations (3), (4) & (5) lead to the derivations of position and charge as a function of the charge and the constants present in the problem. There is also one more assumption to describe the discharge phenomenon; that is, we assume that if the tip of the flame approaches a specific horizontal distance from a plate, the $q$ will be suddenly set to zero. This assumption or any other assumption describing the discharge phenomenon is crucial in describing the "bouncing" effect (Figure 1), since the discharge is responsible for such a motion. With all these assumptions, this problem is an Ordinary Difference Equation, which we solved numerically using MATLAB ®. We used ODE45 function of MATLAB,
which solves the ODE using an explicit Runge-Kutta formula and the Dormand-Prince pair [6]. Our codes are available as a supplementary material to this paper.

**Experimental Method**

a) Experimental Setup
The experimental setup consists of several types of flame (candle or Bunsen burner), two parallel aluminum metal plates connected to a high voltage device with the maximum voltage of 14 KV and adjustment resolution of 0.1 KV. Distance between the two plates is precisely adjustable. In order to reach a uniform electric field around the flame, size of the plates is large enough comparing to the size of the flame. The flame is placed exactly in the middle of the two plates.

The corresponding behavior of the flame, under electric field was recorded using a high-speed camera (1000 FPS), placed exactly in front of the flame. Using this video, some precise experimental data was extracted.

b) Video Processing
The recorded video has 1000 frames per second, using MATLAB image processing tool-kit, the relative position of the center of area of the flame (estimated as the center of mass) and the wick of the candle (lower part of the flame) was found. The angle between this vector and vertical line (DA) was measured in each frame (Figure 3). DA as a function of time and voltage was extracted from different experiments.

**Experiment**

Initially, some qualitative experiments were designed to evaluate the basic theory.

Streams of rising smoke were used in order to detect the flow around the flame while it is oscillating. Flows of negative ions toward the positive plate and also positive ions toward the negative plate; were both observed(Figure 4); which verifies the validity of ionic wind theory. These laminar flows also reject the possibility of turbulent flows as the cause of oscillatory motion.

In case of oscillating candle flame, a layer of non-conductive material was placed between the flame and the plates by coating the aluminium plates, avoiding electrical discharge interaction between the flame and plates. As a result, the oscillatory motion of the flame was diminished, verifying the main reason of the oscillation as the electric discharge.

Most of the experiments were done using a candle flame; however the behavior of other flames was also observed. Pre-mixed flames mostly showed no oscillation at all. This is a result of the sufficient ionization degree, which can keep a steady current within the flame in the electrically touching condition with the plate. Some flames; e.g. the diffusion petroleum flame, were highly turbulent; and unsteady motion could be observed even in cases where no external field exists.

---

**Figure 3:** MATLAB image processing. Left picture: Original picture, Right picture: Processed picture

**Figure 4:** Smoke Experiment
Three quantitative experiments were also designed, in order to compare the experimental results with the numerical model predictions. Candle flame was used in all the experiments.

**a) Critical Voltage of Oscillation**

According to previously proposed theoretical explanation, the “Oscillation” occurs when the flame touches the plate electrically and discharges. For the flame to reach the plate there is a critical deviation angle and its corresponding voltage. This voltage is a function of the distance between the plates. The less the distance is, the lower voltage is required for oscillation to occur. The critical voltage of oscillation was measured by gradually increasing the voltagein different distances between the plates.

**b) Deviation Angle (DA) vs. Applied Voltage**

Before the flame starts oscillating, it deviates and reaches to a stable condition. DA (Figure 2) is proportional to the applied voltage. By increasing the applied voltage, DA will also increase. A candle flame was placed between the plates; distance between the two plates was fixed, the applied voltage was gradually increased and using image-processing method, the angle of deviation was measured in each voltage.

**c) Frequency of oscillation**

It was observed that the oscillatory motion of the flame has a well-defined frequency. In a fixed distance between the plates, this frequency was measured in different voltages using image-processing methods.

**Discussion**

The behaviour of the flame, under different situations has been shown in figures 5, 6, 7, 9. These results will be discussed in more details.

1. **DA vs. Voltage**

Figure 7 indicates a linear correlation between the term \( \frac{\tan DA}{\sqrt{\cos DA}} \) and the applied voltage.

In case of deviation the flame is in equilibrium state. Formulae (3), (4), (5), (6) give:

\[
\frac{dq}{dt} = 0, \quad \frac{d\vec{r}}{dt} = 0
\]

\[
\frac{\tan DA}{\sqrt{\cos DA}} = \frac{E q_{in}}{\Delta \rho g \Delta t} \sqrt{\frac{\rho}{\Delta \rho v g A}} = C \cdot \frac{V}{d}
\]
Where, \( d \) is the distance between the plates, \( V \) is the voltage. The linear correlation of \( \tan \frac{DA}{\sqrt{\cos DA}} \) and voltage indicates that the term \( \frac{Q_{in}}{\Delta \rho g \Delta t} \sqrt{\frac{\rho}{\Delta \rho v g A}} \) in formula (7) remains unchanged during deviation. It can be implied that the input electric current \( (Q_{in}) \) of the flame and the buoyancy force are not affected in presence of electric field. Equivalently, electric field doesn’t affect the combustion process and volume of the flame considerably. This fact was assumed in the theory which is now approved.

Fig 7. Indicates an x-intercept which is not implied by formula (7). When \( 0 < V < 2 \) the flame does not deviate. It can be explained by considering the internal electric field resulted from charge separation, which cancels the external electric field and prevents the flame deviation in this range of voltage.

2. Position vs. Time:
Assuming \( x \) and \( y \) to be the position components of the tip of the flame, plots for \( x \) and \( y \) vs. time were generated both in theory and experiments (Figure 8). Because of the simplified assumptions in the theory, we see sharp-edge diagrams for the motion which is not observed in experiments. The reason could be that the discharge does not only occur in the touching condition, but also can be possible in other distances. Another figure shows the \( x \) and \( y \) positions of the flame tip over time, comparing theoretical predictions with experimental data.

**Figure 7:** Flame in steady condition (Deviation)

**Figure 8:** \( x \) and \( y \) component of position vector of the tip of the flame, resulted from theory and experiments
cause may be the assumption that the position vector and the velocity vectors are the same direction, which is just an approximation and may not be true.

3. Frequency vs. Voltage:
According to Figure 8, the frequency of oscillatory motion of the flame has a well-defined frequency. Electric discharge of the flame triggers the oscillatory motion. The voltage must be high enough to increase the DA and provide this condition. In Figure 9, this minimum voltage is 8.5 KV, thus when 0 < V < 8.5 the flame does not oscillate and the frequency of motion is nonexistent (Figure 9). By increasing the voltage, the electric force, which is responsible for the motion, increases. Thus, it speeds up the process and increases the frequency; the theory also predicts an increasing trend for the frequency. When V > 10.5, decreasing behaviour is observed. Air drag, which is not considered in the theory, may be responsible for decreasing behaviour in high voltages.
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Formulation of the problem

Find the conditions under which dry spaghetti falling on a hard floor does not break.

Introduction

Behavior of dry spaghetti as a brittle rod or behavior of solid bodies during deformations and its mechanical properties was the subject of many researches. But goals of some of these researches ([1], [2], [3], [4], [5]) are investigations of behavior of solid bodies in cases of static deformations. The goal of my research is to describe the processes which occur during dynamic deformation. My research is not the same as the previous researches because: 1) I investigate impact of spaghetti with some surface after free fall of spaghetti (the tips of spaghettis are not fixed). 2) I explain why exactly bending waves are the cause of breaking. 3) I investigate dependences of different important parameters what can change something in our system (but they don’t change the cause of breaking).

Dynamic deformation is not the same kind of deformation as static deformation because the causes of breaking of spaghetti during impact with some surface are waves (waves appear in spaghettis during dynamic deformations – [6], [7]). The kind of wave which breaks spaghetti (the kind of wave which dominates in exact case) depends on conditions of an impact of spaghettis with the surface. That’s why we must find out what kind of wave occurs in spaghetti to understand the main cause of breaking and, finally find the conditions under which dry spaghetti falling on a floor does not break.

The goal of my research is to determine the most important kind of wave what breaks spaghetti, estimate parameters of this wave, determine the point of maximum curvature and investigate the conditions under what probability of breaking is the least.

Explanation of processes in spaghetti

To begin with, we should consider three different variants for spaghetti to hit the floor: 1) horizontally, 2) vertically, 3) at some angle between 0° and 90°. The cause of breaking in the first case is compressive strain. But we need enormous amount of energy to compress spaghetti so much. Moreover, it is hard to make such experiments and this kind of impact is not very interesting. The third variant of hitting demands very complicated mathematical model. That’s why I investigated only vertical falling of spaghetti.

And now let’s explain what exactly happens with spaghetti during the impact. It was mentioned before that the cause of breaking of spaghetti is some kind of wave. There are 4 basic kinds of waves: longitudinal, transverse, torsional, bending waves. Torsional waves don’t take place during the impact because spaghetti isn’t twisted very much. Transverse waves usually occur in continuous
medium, not in rods. Longitudinal waves take place during every impact of solids. Nevertheless, from the point of view of energy necessary for breaking of spaghetti, the energy necessary for breaking with bending is less than without bending. The influence of longitudinal waves is negligible. Therefore, spaghetti is more likely to break because of curving. Thus, deformation of whole spaghetti is a combination of 2 deformations – some layers of spaghetti are stretched, some are compressed. Using a high-speed camera, I have taken videos of impact. I took some frames (Figure 1) of these videos and in that way proved the theory about bending waves: we can see that spaghetti really bends.

Now, understanding the nature of processes what occur in spaghetti, we can determine velocity of bending wave ([8]) in spaghetti ($c_b$)

$$c_b = \sqrt{\frac{2\sqrt{2\pi} \cdot R}{T}} \cdot \sqrt{\frac{E}{\rho}}$$

**Figure 1:** bending of spaghetti at the moment of impact

$E$ – Young modulus of spaghetti, $T$ – period of wave, $\rho$ – density of spaghetti, $R$ – section radius of spaghetti.

I approximated the dependence of reaction force of surface on time as sinusoid and estimated period of wave. The shape of bend of the spaghetti is sinusoid too.

$$T \approx 2t \approx 0,004s$$

$t$ – time of the impact, found with the help of high-speed camera (1000 frames/s).

Also I found Young modulus of spaghetti: $E \approx 2,3 \cdot 10^7 \text{ Pa}$.

Now it is possible to estimate the velocity of propagation of bending wave: $c_b \approx 16,6 \text{ m/s}$.

As a consequence of these estimations, I can calculate the wave-length ($\lambda$):

$$\lambda \approx c_b \cdot T \approx 6\text{ cm}$$

Bending wave dies out very quickly, that’s why not the whole of spaghetti bends. After watching slowed videos of impact I noticed that approximately 3 cm of spaghetti (from the bottom of spaghetti) bend. Further propagation of bending wave does not take place because of energy loss as a result of plastic deformation in spaghetti. Thus, all the energy of bending wave is spent on deformation and, consequently breaking. After breaking there is almost no energy left. Therefore spaghetti usually breaks only 1 time and only in 1 point.

How can we find this point? Spaghetti breaks at the distance $l \approx \lambda/4 \approx 1,5 \text{ cm}$ from the bottom because of maximum curvature exactly in this point. The length of broke off pieces of spaghetti was around 1,5 cm in all the experiments. It perfectly proves my theory about bending waves as the main cause of breaking of spaghetti.

**Experiment**
First of all, let’s clarify the way of characterizing probability of breaking of spaghetti. Let it be $p$ – frequency of breaking of spaghetti, $N$ – number of spaghetti which broke, $N_o$ – number of all falling spaghetti

\[ p = \frac{N}{N_o} \cdot 100\% \]

Secondly, I will describe my experimental setup. It is simple: It is a vertical tube (its length is 30 cm), fixed in a tripod. Spaghetti falls through this tube without initial velocity.

Thirdly, let’s determine the most important factor what has influence on probability of breaking. We can say that this factor is quantity of energy what spaghetti has just before the impact with the surface. If we carry out experiments with the identical spaghetti, this quantity of energy depends only on the height of falling. We have run some experiments, so, you can see the experimental dependence of frequency of breaking on height of falling (figure 2). So, the higher is the kinetic energy of spaghetti, the higher is possibility, that spaghetti bends very much and breaks.

But there are some other ways of changing kinetic energy: we can change mass of spaghetti by changing length of spaghetti, cutting them (certainly, not changing the diameter). You can see the experimental dependence of frequency of breaking on length of spaghetti (figure 3). We run this experiment keeping the same height of falling. So, we change reaction force of surface by changing kinetic energy of spaghetti. But also we have the third way of changing kinetic energy of spaghetti. We can run 3 experiments with spaghetti with 3 different diameters and the same length. And what do we see on figure 4? Increasing kinetic energy by changing of spaghetti we do not increase frequency of breaking. But what is the reason of such a contradiction? Let’s solve this ambiguity: we should notice that when we increase diameter of spaghetti we increase not only mass. Increase diameter it becomes harder to bend spaghetti. It is just hard to believe that we need the same force to bend spaghetti with diameters of 1,45 and 2 mm. It goes without saying that there is some critical curvature for breaking for spaghetti of certain dimensions. Thus, changing of critical curvature is the most important cause of decreasing of frequency of breaking with increasing of diameter of spaghetti. Thus, there can be such a conclusion: it is easier to bend
thin spaghettis than not thin one, that’s why thinner spaghettis break with higher frequency falling from less height.

There are a lot of different interesting parameters what can have influence on frequency of breaking, but within the limits of IYPT report we cannot investigate all of them. Therefore, we must understand which parameters are the most relevant and which haven’t so much physical meaning for us because of too much complicated mathematical formulation of certain parameter.

There are 3 the most relevant parameters: 1) height of falling, 2) length of spaghettis, 3) diameter of spaghettis. These parameters influence kinetic energy of spaghettis to the utmost: All of these 3 parameters were investigated in my research.

But there is one more parameter what I would like to investigate. It is nature of the surface. I run an experiment with 3 different surfaces (figure 5). It is rather surprising that frequency of breaking is higher when spaghettis hits plastic than granite or metal. It is really hard to explain it numerically because different surfaces have a lot of different properties. Nevertheless, during experiments I noticed that when spaghettis hits metal it jump up very high, when it hits granite – jumps up a bit lower, and when it hits plastic – spaghettis almost doesn’t jump. Thus, I can make a conclusion that during the impact with metal great part of kinetic energy lasts out and less quantity of energy spends on deformation. It is the simplest explanation of this surprising effect.

**Conclusion**

In summary, there is no exact answer of the question “find the conditions under which dry spaghettis falling on a hard floor does not break” because it is really hard to describe influence of all the parameters numerically. We can discuss only frequency of breaking in experimental research and quantity of energy required for breaking of ideal spaghettis in theoretical computation. (The energy needed to break a certain kind of spaghettis is the energy needed to curve spaghettis so much that it will be enough to tear its fibers. And this curvature will be the critical curvature.) But, summing up all the research, we can suppose that frequency of
breaking of an average spaghetti will be low if it falls from the low height (approximately lower than 1.5 m), has big diameter and has not very big length.

**Influence of parameters**

There is my summary of influence of parameters in this section:

1) Height: when height of falling increases, frequency of breaking also increases because velocity of spaghetti (consequently, it’s kinetic energy) increases when height increases.

2) Length: when length of spaghetti increases, frequency of breaking also increases because mass of spaghetti (consequently, it’s kinetic energy) increases when length increases, whereas diameter of spaghetti is the same (consequently, the energy required for breaking of spaghetti is also the same).

3) Diameter: when diameter of spaghetti increases, frequency of breaking also decreases because the energy required for breaking of spaghetti decreases.

4) Surface: when spaghetti hits plastic, frequency of breaking is higher than when spaghetti hits metal. The simplest explanation of it is that during the impact with metal great part of kinetic energy lasts out and less quantity of energy spends on deformation.
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Introduction

This problem asks us about conditions, under which dry spaghetti falling on a hard floor will not break. Certainly, one of the main parameters of a strike is angle at which spaghetti hits the floor. There are three possibilities: spaghetti can fall prone, it can jump in the tin-soldier position, and also it can hit the floor at some angle between 0° and 90°. Because of the difficulty of the task and both size of the report and time for it’s preparation being limited, we had focused our research on just one case: when spaghetti falls vertically (tin-soldier position).

Air drag influence

Another very important parameter is velocity spaghetti has right before the strike. However, velocity isn’t very graphic value; everything is easier to understand if use height of fall instead. But vacuum is rather uncommon environment for spaghetti; so before connecting these two parameters, it is necessary to check if air drag should be taken into account:

\[ F = \frac{1}{2} C_d \rho v^2 S; \]

where S is reference area (for long cylinder it is it’s basement area), v is velocity, \( \rho \) is air density, \( C_d \) is drag coefficient (for long cylinder it is 0.82). Fortunately, it turned out that in our range of heights drag influence is negligibly small (see fig.1). At the same time, this equation helped us to calculate the maximal velocity spaghetti can achieve falling in the Earth’s
atmosphere: about 60 m/s (for tin-soldier position). This is rather big value; at least big enough for us not to be able to achieve it in the lab. However, if spaghetti falls horizontally (prone) the maximal velocity is significantly lower (due to a bigger drag coefficient and reference area); it turns out to be 5.6 m/s. Experiments have shown that it is easy to throw spaghetti at even bigger velocity; but no spaghetti were broken during such an experiment: if spaghetti hits the floor prone, this velocity just isn’t enough. That is why we can state, that if falling prone, spaghetti just can’t achieve velocity required for breaking, due to air drag.

Spaghetti’s mechanical properties

The research of deformation and possible destruction of an object requires knowing some mechanical properties of its material, like Young’s modulus and critical relative deformation. For obtaining these data we used Zwick Z100 tensile-testing machine (see fig.2). Output data can be seen in the Table 1.

Table 1. Results of testing of different spaghettis

<table>
<thead>
<tr>
<th>Name</th>
<th>Diameter d, mm</th>
<th>Young’s modulus E, GPa</th>
<th>Critical relative stretch εcrit, %</th>
<th>Critical stress σcrit, MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>“pastaZARA” 1</td>
<td>1.45±0.03</td>
<td>0.59±0.02</td>
<td>5.25±0.05</td>
<td>31.0±0.5</td>
</tr>
<tr>
<td>“pastaZARA” 3</td>
<td>1.65±0.03</td>
<td>0.59±0.02</td>
<td>5.25±0.05</td>
<td>31.0±0.5</td>
</tr>
<tr>
<td>“pastaZARA” 5</td>
<td>2.05±0.05</td>
<td>0.59±0.02</td>
<td>5.25±0.05</td>
<td>31.0±0.5</td>
</tr>
<tr>
<td>“Monte Banato”</td>
<td>1.40±0.02</td>
<td>0.63±0.01</td>
<td>4.71±0.03</td>
<td>29.7±0.2</td>
</tr>
<tr>
<td>“Makfa”</td>
<td>1.40±0.03</td>
<td>0.92±0.05</td>
<td>2.63±0.06</td>
<td>24.2±0.4</td>
</tr>
<tr>
<td>“Borimak” 1</td>
<td>1.40±0.05</td>
<td>1.36±0.08</td>
<td>1.12±0.07</td>
<td>16.3±0.5</td>
</tr>
<tr>
<td>“Borimak” 2</td>
<td>1.70±0.05</td>
<td>1.36±0.08</td>
<td>1.12±0.07</td>
<td>16.3±0.5</td>
</tr>
<tr>
<td>“Borimak” 3</td>
<td>2.00±0.05</td>
<td>1.36±0.08</td>
<td>1.12±0.07</td>
<td>16.3±0.5</td>
</tr>
</tbody>
</table>

However, it is hard to believe that whole spaghetti during strike is stretched or compressed like in this machine; it is more likely to break because of curving. Certainly, it’s also a combination of these deformations – some layers of spaghetti are stretched, some are compressed. And some are not deformed at all. Let’s assume that the very central part of spaghetti isn’t stretched whenever spaghetti is curved¹ and has length L₀. Then, if radius of curvature is R and diameter of spaghetti is d, relative stretch (ratio between absolute elongation and original length) of its outer layer L₁ can be easily calculated:

\[
ε = \frac{L_1 - L_0}{L_0} \cdot 100\% = \frac{2\pi(R+d) - 2\pi(R + \frac{1}{2} \cdot d)}{2\pi(R + \frac{1}{2} \cdot d)} \cdot 100\% = \frac{d}{2R+d} \cdot 100\%
\]

For spaghetti not to break, this value should be smaller than \(ε_{\text{crit}}\); thereby, maximal radius of curvature:

\[
R_{\text{max}} = \frac{100\% - ε_{\text{crit}}}{2\varepsilon_{\text{crit}}} \cdot d
\]

Checking this dependence is rather complicated because we can’t change values \(ε_{\text{crit}}\) and d.

Figure 3. Critical radius of curvature vs. diameter of spaghetti ("Borimak"): points are experimental, line is theoretical
However, some manufacturers ("pastaZARA", "Borimak") do produce spaghettis of the different diameters, but same recipe. Unfortunately, number of such diameters is still strongly limited; that is why fig.3 has only three experimental points. We were curving spaghettis around a number of cylinders, which radiiuses differed by 0.5 cm. Vertical error bars on the fig.3 depict the range of radiiuses for which less than 100% but more than 0% of spaghettis broke. The point is set in the middle of the range. Within accuracy of our measurements even this very simple mathematical model gives results, close to real. It means, that there’s no need in it’s improvement: anyway we can’t detect that it has come closer to the real value.

**Stochasticity of the phenomenon**

Also, it should be mentioned that not all experiments with tensile-testing machine were successful (fig.4). There you can see that at some point inner parts of spaghettis had moved relatively to each other; however, spaghettis hadn’t fractured. Such results were marked as “mistake” and weren’t included in the values given in the table. But same things can occur in the experiments with falling spaghettis, thus allowing it not to break under conditions it normally should. That is why we can’t just set a range for each parameter, within which spaghettis will break; there will be only some certain frequency of breaking for each set of parameters. We defined the frequency of breaking as the ratio $N/N_0$, where $N_0$ is total number of spaghettis dropped, and $N$ is number of spaghettis that were broken. Therefore, in our work we were researching this frequency of breaking depending on different parameters.

**Gravity force**

During discussions of this task there was often raised question about influence of gravity force during the impact. When spaghettis hits the floor it is reflected upwards, or, at least, stopped. It means that it’s momentum changes at least by $m*v$, where $m$ is spaghettis’s mass. Through filming strike on a high-speed camera, it was found out, that it lasts less than $t=0.001$ of a second. Therefore, average force acting on the spaghettis during strike is:

$$F_s = \frac{m*v}{t} \approx 5.67 \cdot 10^{-1} N$$

At the same time gravity force acting on this spaghettis is about $4.5 \cdot 10^{-4}$ N – thousand times smaller. So, gravity force is negligible during strike.
Different parameters

It was already mentioned; that one of the main parameters is velocity. Fig. 5 shows dependence of frequency of breaking on the velocity spaghetti has right before the strike. There are velocities, for which this frequency is zero; but as velocity gets higher, frequency increases too. It is easy to explain: spaghetti breaks, if it reaches critical curvature; but this bending requires energy. So, the higher is the kinetic energy of spaghetti, the higher is possibility, that critical curvature will be reached.

But changing velocity isn’t the only way of changing kinetic energy; mass of spaghetti also can be varied; for example, through varying it’s length. Fig. 6 shows that increase in length (and, respectively, mass) causes increase in frequency of breaking – additional kinetic energy gives higher possibility of reaching critical radius of curvature.

Changing of diameter also will cause changing of kinetic energy. However, fig. 7 (dependence of frequency of breaking on velocity for different diameters) shows that here additional kinetic energy does not increase frequency: because of bigger diameter, it requires more energy to deform spaghetti to it’s critical curvature (even though the critical curvature itself decreases). The plot shows that this increase in required energy overcomes gain in kinetic energy.

It is also interesting that there is a correlation between spaghetti’s price and frequency of breaking: in general, cheaper spaghetti are easier to break (fig. 8). It can be explained by differences in the chemical structure: expensive spaghetti (“Monte Banato”) have eggs as their ingredient. And in this situation eggs work as some kind of glue, increasing spaghetti’s critical relative stretch, therefore increasing energy, required for breaking.

Also, it should be noticed, that all such comparative experiments should be run within one day; otherwise there will be mistakes, because of the changes in the humidity of air; and humidity of air affects that of spaghetti. Water increases elastic properties of spaghetti and decreases their fragility. This is shown on the fig. 9, where usual spaghetti are compared to the very dry ones.
Point of breaking

During experiments we have noticed that spaghetti always breaks in the point, close to the hitting end. After we had measured lengths of broken parts in experiments with “pastaZARA” spaghettis, it turned out that spaghettis were breaking in the point approximately 1 cm away from the hitting end; and it hadn’t depended on the length (fig.10) or diameter (fig.11) of spaghetti. We decided that probably something in the way spaghettis are produced causes this point to be the weakest; however, when we had cutoff 1 cm long parts from both ends of spaghetti and then dropped it, once again length of broken part was 1 cm, proving that something in the process of breaking defines the point, not in the spaghetti initial structure. That led us to a conclusion that spaghetti breaks because of standing wave.

Standing wave

When spaghetti hits the floor a bending wave occurs. And if the wave reaches opposite end of spaghetti it is being reflected and summed with itself, producing standing bending wave. Now, spaghetti should break in the point of first antinode (since second one will be smaller due to losses). And we know, that hitting end of spaghetti is the place of first node. So, distance between the end of spaghetti and breaking point should be a quarter of wavelength; therefore, wavelength \[ \lambda = 4 \times x \], where \( x = 1 \text{ cm} \) was found experimentally. At the same time, spreading rate of the wave can’t be higher than spreading rate of the sound wave, travelling in spaghetti:

\[
\frac{c}{\rho} = 0.87 \text{ km/s},
\]

where \( \rho \) is spaghetti’s density. Thereby, frequency of the bending wave is less than:

\[
\nu_{\text{max}} = \frac{c}{\lambda} = 21.75 \text{ kHz}
\]

At the same time, we can say that whole strike lasts for a half of the bending wave’s period: this time is enough for spaghetti to bend to it’s maximal curvature and return into it’s initial shape, thus forcing it to jump upwards. And it has already been found through experiments that impact lasts for less than 0.001 s. So, period of wave is less than 0.002 s; and frequency of bending wave is higher than \( \nu_{\text{min}} = 0.5 \text{ kHz} \).
Different angles

Talking about possibility of spaghetti to fall on the floor at some angle between 0° and 90°, we can say that there are two different cases: the hitting end of spaghetti may remain fixed during the impact (it generally happens if spaghetti falls in position close to vertical, or if hitting end gets stuck because of some small obstacles on the surface of the floor); also it can slide to the side. The first situation is very close to the one described in our solution; it’s highly possible that all is need is to take into account that smaller part of original kinetic energy of spaghetti is transferred into energy of bending wave.

The second case is more complicated; first bending caused by friction force and normal reaction force occurs, and then a bending wave starts. Spaghetti can be broken both by just bending and by bending wave.

We have run an experiment to compare frequency of breaking in two situations. To resemble the second case we were dropping spaghetti on the sheet of acrylic resin. To resemble the first case we were dropping spaghetti on the sheet of the same acrylic resin, but with a number of scratches put with intervals of 1 cm; hitting end of spaghetti was caught on this scratches and, therefore, remained fixed during the strike.

Experiment has proven that frequency of breaking is higher if hitting end is fixed.

Conclusions

If spaghetti falls prone in Earth's atmosphere it can't reach velocity required for breaking. If spaghetti falls in tin-solder position, it will be broken in the first antinode of standing wave, which is situated 1 cm away from hitting end. Frequency of this wave is between 0.5 kHz and 21.75 kHz. But breaking will occur only if spaghetti’s kinetic energy is higher, than energy required to bend spaghetti to it’s critical curvature. So, for spaghetti not to break, kinetic energy should be decreased; for example by decreasing velocity or mass (by decreasing length). However, if mass is decreased through changing diameter required energy decreases either. Other way of changing energy, required for breaking is changing chemical structure: adding water or eggs increases critical relative stretch, thereby requiring more energy for spaghetti to break.

However, in all these situations we can discuss only energy, required for breaking of ideal spaghetti. In real life, we can say only about increasing in breaking frequency, when close to described values.
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Abstract

Simulating the fracture of brittle materials with hard surfaces due to the collision of brittle materials with hard surfaces can be effective in different engineering applications. Investigating the deformation of a brittle rod in collision with a rigid body can be done using various algorithms. In this article we present a new simple algorithm using numerical methods to find and the fracture criterion of the collision in brittle material. Spaghettis a brittle material shows a great deformation in respond to collision is used in our experimental setups. The contact of the spaghetti with rigid surface causes stresses to propagate along the spaghetti and hence the spaghetti deforms. Three different kinds of stresses have been considered, shearing stress, pressure (normal stresses) and tension caused by bending. By studying these stresses and considering the effect of them all together, the fracture criterion of brittle materials in collision with rigid surfaces has been investigated.

Introduction

The collision contact time when a brittle material hits a rigid surface is small (near .005 s), therefore the velocity of stress propagation caused by collision cannot be considered as infinite. Thus when the collision starts, there is concentration of stresses in the region near the collision point. However, the other regions of the spaghetti have not been affected by the collision yet because of low velocity of stress propagation.

The collision results into three kinds of stresses: shear stress, pressure and tension in some regions of spaghetti, which is caused by bending. Although, for each of these stresses there is a critical point in certain distances from the contact point, these three stresses should be considered all together in order to find the fracture point.

We divided the spaghetti in several elements using numerical method to find the deformation and stress distribution along the length of the spaghetti during collision then by defining a fracture unit, which finds the effect of all stresses together, the fracture point can be found.

The problem can be broken down into four parts, first the deformation of the first element will be found, second by having this deformation, the forces applied to the next element of the spaghetti can be found, third by having the stress distribution and using the fracture unit, the break point will be found and finally the angle of the crack in the breaking cross section of the spaghetti will be define in order to satisfy theoretical considerations.

Several experiments have been designed in order to find mechanical properties of spaghetti. The conditions, under which the spaghetti breaks, are also investigated experimentally.

Finally, we will discuss the reason and nature of fracture in different angles of
contact and evaluate the theory by investigating the angle of crack.

Theory

Theoretical analysis of the problem is based upon some assumptions:
- Ground is rigid, which means that we have not considered any deformation for surface.
- Spaghetti is a brittle material, which will be proved in further experiments
- The velocity of stress propagation is constant[7]
- Spaghetti is homogenous and uniform

We consider the length of the elements as formula bellow, thus each element will be one step underdeveloped from the last element.

\[ l_{Element} = v_{propagation} \times dt \]  
\[ v_{propagation} = \sqrt{\frac{E}{\rho}} \]

Where E is modulus of elasticity and \( \rho \) is the density of material in use.

Deformation of the first element

Because the surface was assumed as rigid the contact point remains on its first position but the other end of the element will continue to fall (Fig.1), this will result in deformation of the first element (Formula.3)[8]. Using this deformation the force applied to the first element can be found(Fig.2).

\[ M = P x + V y, \quad \frac{M}{E I} = \frac{y''}{(1+y'^2)^{3/2}} \]

\[ y = \frac{LV}{P} \sin \left( \frac{P}{E I} x \right) + \frac{V}{P} x \]

Stress distribution

In the first time step, the deformation and thus the forces applied to the first element can be found. Second element has not noticed the collision yet. In the second time step the deformation of the first element is developed again and the second element notices the forces resulted from the deformations of the first time step. By continuing this process until the spaghetti is stopped or broken, stress distribution during collision on the length of the spaghetti can be found.
Fracture unit

A fracture unit has to be defined in order to merge the effect of different stresses together and predict the break point:[8]

\[ F = \left( \frac{\sigma}{\sigma_u} \right)^2 + \left( \frac{\tau}{\tau_u} \right)^2 < 1 \]  

(4)

Where \( \sigma_u \) is the ultimate normal stress, \( \tau_u \) is the ultimate shear stress, \( \sigma \) is the normal stress applied to the cross section and \( \tau \) is the shear stress applied to the cross section. When the fracture unit is higher than one the section will break.

Crack investigation

Finding the angle of crack helps us to find out whether or not the prediction about amount of shear and normal stresses was correct. Formula 5 presents the angle of crack based on the amount of shear and normal stress in a cross section [8]:

\[ \tan(2\theta) = \frac{\tau}{\sigma} \]  

(5)

Experiments

We designed some experiments to find mechanical properties of the spaghetti such as modulus of elasticity, ultimate shear stress and ultimate normal stress, and in the next part the fracture criterion has been found which will be discussed in the following section.

Measuring coefficients

a) Modulus of Elasticity

A force is applied at the end of the spaghetti, while the other end is fixed. \( \Delta \) was measured while the force was applied (Fig. 3). By using the following equation [8], modulus of elasticity was measured (Fig. 5).

\[ \Delta = \frac{PL^3}{3EI} \]

\[ E = 4.57 \times 10^9 \text{N/m}^2 \]

(6)

Figure 3: \( \Delta \) was measured while increasing the force applied to the end of the spaghetti

Figure 4: The force was applied between two fixed points and ultimate shear load was measured

b) Maximum tension stress

Force is applied to one spaghetti's end while other end is fixed (Fig. 3), by finding the spaghetti failure load for different length, the ultimate tension can be found using bellow equation [8](Fig.6).

\[ p = \frac{\sigma f}{LR} \]

(7)
\[ \sigma_u = 2.9 \pm 0.1 \times 10^8 \frac{N}{m^2} \]

**Figure 5:** modulus of elasticity

This diagram also proves that spaghetti is a brittle material.

**Figure 6:** ultimate tension stress

### c) Maximum shearing stress

The amount of shear stress under which the spaghetti will break was measured. Spaghetti is fixed at points A and B, the force is applied at point C, between A and B, (Fig. 4) when AB is small enough, bending can be neglected and shear stress will break the spaghetti.

### Experiments analysis

A high speed camera (1000 frame/sec) was used to capture the collision of spaghetti. By processing the videos the velocity of spaghetti at the time of contact and the angle of contact were found. The fracture criterion of collision was predicted based on the measured coefficients. Diagram bellow is consisted of more than 600 points resulted from the experiments and the fracture criterion, which is resulted from the theory (Fig.7).

**Figure 7:** fracture criterion (initial theory)
It can be seen in (Fig.7) that there is no good agreement between theory and experimental results, thus the theory must be revised. Considering the effect of buckling in angles near 90 degrees, the new result is as Fig.8.

**Figure 8: fracture criterion (revised theory)**

**Shear region**

Based on the theoretical model, in this region (0 < θ < 20), shear stress is the only type of effective stress. Thus based on formula 5, the angle of crack must be near 45 degree. This prediction is verified experimentally, for θ = 20 amount of effect of stresses predicted by the theory are as bellow, and the angle of crack is as shown (Fig.9)

**Figure 9: angle of crack when θ = 20**

**Figure 10: the angle of crack when θ = 60**

**Figure 11: the angle of crack when θ = 85**

**Bending region**

By doing same process done for shear region: For θ = 60 amount of effect of stresses are as mentioned above, and the angle of crack is as shown (Fig.10)

**Buckling region**
In buckling region the reason of fracture is normal stress thus based on formula 5 the angle of crack must be near zero, for example:

For $\theta = 85^\circ$ amount of stresses effect are as mentioned above and the angle of crack is as shown (Fig.11).
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Problem

Find the conditions under which dry spaghetti falling on a hard floor does not break.

Introduction

So far a lot of research has been done in this area, considering mostly the bending waves and their interference. The accepted solution is that spaghetti is more probable to break in a point where these bending waves constructively interfere because stresses constructively interfere as well. These waves are well described by so-called Kirchhoff’s equation. However, solving similar tasks analytically is quite hard and as far as we know, it is possible only for very specific scenarios [1]. In the given problem we encounter several difficulties such as non-trivial boundary conditions and wave reflections.

Therefore, for the given problem, we have written a computer simulation. It basically simulates Kirchhoff’s equation by midpoint method [2] on discrete 20 points. Furthermore, for obtaining more precise results, we include term that describes two different kinds of friction.

Theoretical model:

We used numerical model, that is motivated by Kirchhoff’s equation for our simulation and we introduced new terms into our motion equations due to damping. We therefore assume following forces applied at each element: bending stiffness for a thin rod with nonuniform, non-zero equilibrium bending, bending damping, longitudinal stiffness, normal force from the surface, and friction force from the surface. Since spaghetti cannot be considered as a straight thin rod because of irregularities we considered the equilibrium bending of each point of the spaghetti to be non-zero.

\[ \mathbf{F}_l = k_l \mathbf{d}_l (x_0 - |\mathbf{d}_l|) \]

Longitudinal spring force:

Where \( \mathbf{d}_i \) is the vector between \( i \)-th and \( i+1 \)-th part of the spaghetti, \( x_0 \) is the equilibrium distance between two points and \( k_l \) is longitudinal spring constant.

Bending spring force:

We assumed that for a large curvature radius the torque restoring the equilibrium bending is proportional to the difference between equilibrium bending and current bending. As \( \sin x = x \) for small \( x \), we set the force to be proportional to the difference between equilibrium bending and sine of current bending:

\[ |\mathbf{F}_s| = k_b (\mathbf{d}_i \times \mathbf{d}_{i+1} - \mathbf{b}_i) \]

\[ \mathbf{F}_s = k_b (-\mathbf{d}_{i+1} \times \mathbf{d}_{i+2} - \mathbf{b}_{i+1}) + \mathbf{d}_{i+1} \times (\mathbf{d}_i \times \mathbf{d}_{i+1} - \mathbf{b}_i) + \mathbf{d}_i \times (\mathbf{d}_{i+1} \times \mathbf{d}_{i+1} - \mathbf{b}_{i+1}) - \mathbf{d}_i \times (\mathbf{d}_{i-1} \times \mathbf{d}_i - \mathbf{b}_{i-1}) \]
Where $k_b$ is bending stiffness constant for our spaghetti and $b_i$ is the equilibrium bend. This force is created by every triple of subsequent points and their relative bend. From it we can derive the total force exerted on single point:

Bending damping force:

$$
F_i^b = k_d \frac{d}{dt} (-\hat{d}_{i+1} \times (\hat{d}_{i+1} \times \hat{d}_{i+2} - \hat{b}_{i+1}) + \hat{d}_{i+1} \times (\hat{d}_i \times \hat{d}_{i+1} - \hat{b}_i) + \hat{d}_i \times (\hat{d}_{i-1} \times \hat{d}_i - \hat{b}_{i-1}))
$$

where $k_d$ is bending damping constant for our spaghetti.

Last thing in our numerical model was friction from surface which acts as a horizontal force on points touching the surface and trying to move. This force is proportional to normal force and coefficient of friction. This constitutes a complete numerical model which we simulated.

**Parameters for theory**

*Longitudinal spring force constant* was estimated from Young's modulus of elasticity. Given the equation for simple harmonic motion we wanted to get the same result from our simulation and theory:

$$
\ddot{x} = -x k_l = -\frac{x}{L_{\text{piece}}} \cdot \frac{E \pi r^2}{m_{\text{piece}}} = \frac{E s}{L_{\text{piece}} m_{\text{piece}}} = \frac{E \pi r^2 n^2}{L_{\text{whole}} m_{\text{whole}}}
$$

where $E$ is Young's modulus of elasticity, $L$ is length of spaghetti, $m$ is mass of spaghetti, $s$ is cross section of spaghetti, $r$ is radius of spaghetti and $n$ is number of points in the model (20 in our case).

We have found out that if this parameter is correct in its order, then no higher precision is necessary as changing this constant by a factor of 10 in either direction way has almost no influence on final results.

*Bending stiffness* was chosen so that after holding the spaghetti horizontally on one end, the ratio of the relative vertical displacement to the spaghetti length was the same. For our spaghetti the relative vertical displacement to length was approximately 0.06.

*Bending damping* was measured from video using our own video analyzing software. We took a video of a few periods of the spaghetti such that one end was attached to table while the other one was displaced and let to oscillate. Then we chose the damping parameter such that the ratios of amplitudes of periods would be the same in simulation and experiment.

![Figure 1: Fitting the bending damping value of spaghetti](image-url)
Experiment

To prove that our simulation is correct we decided to predict a dependency of probability of spaghetti breaking on angle under which it hits the floor and calculate from our theory the minimal curvature radius during the bending.

We cannot predict probability from computer model as this probability is dependent on inner spaghetti structure which is not known. We also cannot measure the minimal curvature radius from experiment as this would require very precise and accurate measurement of spaghetti shape during the whole process which is impossible in our conditions. This is not a big shortcoming though as there proved to be a strong correlation between minimal curvature radius and breaking probability. This proves our simulation to be valid.

In our experiment we let spaghetti fall from the height of 2m at a random angle and we were taking a video of the hitting process. We then determined the angle under which it hit the floor from the video by measuring the vertical length of spaghetti and comparing it to the known length of spaghetti. From this we could get the angle as $\arccos$ of this ratio.

Figure 2: Comparison of simulated inverse minimal curvature (left) which for every simulated angle generated 50 different sets of equilibrium bending of spaghetti and experiment (right) in which we let spaghetti fall and then recorded the angle of hit and whether it broke.

Conclusion

We can see that the shape of these dependencies is very similar, so our assumption about their strong correlation proved to be true. We can see a disagreement for very high and low
angles. For very low angles our theoretical model is that spaghetti hits the floor and lays still. We suspect though that thickness of spaghetti is not negligible in this case for real spaghetti, since the speed is perpendicular to length. On the other hand, for very high angles where we can see that a very small piece of spaghetti (usually about 2-5mm) is ejected with relatively high velocity and angular velocity in the experiment. This cannot be explained by our theoretical model as this phenomenon is strongly caused by longitudinal compression which does not appear in our chart.

For better understanding of the phenomenon we introduce the following chart where we again show the dependency of inverse minimal curvature, but this time dependent on both the angle of hitting the floor and the impact velocity:

![Figure 3](image)

**Figure 3**: Simulation output for the dependency of inverse minimal curvature on impact velocity and angle of hit. Each value is an average of 5 different sets of equilibrium bending. We can see that for higher velocities we get higher Inverse minimal curvatures – higher probabilities of spaghetti break. There is also a node at approximately 60° which is caused by slipping of spaghetti.

This chart has three interesting regions. One is from 0° to 60° and it represents almost horizontally falling spaghetti. The relative error here is small and can be well described. In these cases spaghetti hits the floor, slips and then there is a bending wave coming across the spaghetti as the spaghetti is sticking to the floor. This bending wave causes maximal bending to appear at the end of spaghetti. We can see a node at approximately 60°, which is the critical angle for slipping in our system. If spaghetti hits the floor at this angle, it slips, but most of its energy is dissipated in this process. Therefore only a small part of its energy is left to cause bending. Processes where the angle of hit is higher than 60° are very chaotic as we can see from the figure. Spaghetti tends to bounce from its ends even several times before resting on ground.

From this we can conclude our solution to this task which is that spaghetti is least likely to break when its hitting angle is close to the critical slipping angle.

**References**
Introduction

In this task we were asked to “build model car powered by an engine, using an elastic air-filled toy-balloon as the energy source”. Then two main questions were raised: dependences of distance, travelled by such a car, on relevant parameters and maximizing efficiency of the car. Obviously, we had to start from the first part of the task, building a model car. Since we had to increase distance travelled by car, we tried to reduce all friction forces; respectively, model had also to be as light as possible.

The balloon we had chosen for the car was a spherical rubber balloon, capable of stretching up to the volume of 40 liters. Spherical shape had been chosen because it made all calculations easier, and had no drawbacks compared to other shapes (it will be proven later in the article, that air drag is negligibly small).

Another major part of the car was engine; the very first idea was just to attach a nozzle to a balloon, creating a rocket-type car. We had also tried several concepts for using air stream to produce a rotational motion of the car’s wheels. However, high number of moving parts caused additional losses of energy on friction, making all those prototypes ineffective, compared to a simple propulsion engine.

Car

Fig.1 shows our final version of the car. Its body (A) was cut out of sheet of balsa (6 mm thick). Length and width of the body were chosen through a series of tests, where car’s stability had been checked (we tried to make car as small as possible; however, too small models tended to turn over; also, balloon could touch the wheels). For reducing friction in the axes we had used bearings (B) (inner diameter 3 mm, outer 7 mm), to which we could attach different wheels. Bearings were placed on the small metal rods; other end of the rods was put into small pieces of balsa. These pieces of balsa were attached to the car’s body with needles. By changing angle between forward and rear wheels it was possible to set car for circle trajectory (since finding a long enough even surface wasn’t always possible). A clothespin (C) had been used for holding the nozzle, attached to the balloon. Small pieces of adhesive tape (D) prevented deflated balloon from falling down and touching the ground.

Efficiency

To describe efficiency of the car we used efficiency coefficient:

\[ \eta = \frac{A}{E} \cdot 100\% ; \]
where $A$ is useful work, and $E$ is full energy of the system. For our car full energy is the energy stored in the balloon. But what is useful work for our system? What is main purpose of the car? Why do we use it? To understand it I’ve painted fig.2. And it became obvious: car is used to overcome friction. If energy from the balloon was used to overcome friction, it means that car has moved something forward, and, therefore, done something useful. And if energy was spent on the turbulence in the nozzle or on air drag, then it was wasted.

**Energy in the balloon**

The energy source for the car is balloon, so we have to determine how much energy it stores. Note, that energy hides itself in two places: in pressurized air inside balloon and in the balloon itself – as energy of the stretched rubber.

Let’s assume that balloon now has volume $V_1$ and pressure of air is $P_1$. The maximum energy from this air can be gained if it expands adiabatically, as there are no losses through heat. Air would expand until its pressure is equal to atmospheric pressure $P_{atm}$. Through equation of adiabatic process volume of the air after expansion can be found:

$$P_1 V_1^\gamma = P_{atm} V ; V = \sqrt[\gamma]{P_{atm}/P_1} V_1;$$

Now, it is possible to calculate work, done by the expanding air:

$$A = \frac{-P_1}{\gamma - 1} (V_1^{\gamma+1} - V^{-\gamma+1});$$

Please note, I don’t say that anywhere in the car an adiabatic process occurs, or that I want it to occur. This calculation is used to find the energy which is stored in air, independently of any processes in the car.

However, to use this formula we need to know pressure in the balloon and its volume. They can be connected through the mechanical stress in the balloon’s shell. On one hand, relative increase of area of some small part of the shell can be found as:

$$\frac{\Delta S}{S} = 2 \cdot (1 - \mu) \frac{\sigma}{E};$$

Where $E$ is Young’s modulus, $\mu$ is Poisson’s ratio, $\sigma$ is mechanical stress. Relative increase of area of the whole surface of the balloon will be the same, and as soon as our balloon is a sphere, it will be $3/2$ of relative increase of balloon’s volume.

On the other hand, if we consider elastic force acting on a small part of the balloon’s shell, because of the curve of surface it will have some projection towards balloon’s center (as shown on fig.3). This small force should be equal to the pressure force acting on this part of shell, so difference between pressure inside the balloon and atmospheric pressure is:

**Figure 3.** Elastic force, acting on a small piece of shell, and its component, directed towards center

**Figure 4.** Line is plot of theoretical formula, while dots are experimental. Average error of volume measurements is 0.0008 m$^3$
\[ \Delta P = P_i - P_{atm} = \frac{2\sigma d}{R}; \]

where \( d \) is width of the shell, \( R \) is balloon's radius. Now, if two equations are combined:

\[ \Delta P = \frac{2}{3} \frac{V - V_0}{(1 - \mu)} \left( \frac{3V}{4\pi} \right)^{\frac{1}{3}}; \]

\[ V_0 \frac{Ed}{\mu}; \]

where \( V_0 \) is original volume of the balloon. This formula is checked in the fig.4, where dependence of extra pressure \( \Delta P \) on the total volume of balloon is shown. Certainly, we also had to know rubber’s properties for plotting formula. Our measurements had shown that rubber’s Young’s modulus \( E \) was equal to \((0.47 \pm 0.03)\) MPa, Poisson’s ratio \( \mu = (0.46 \pm 0.02) \); also width of the balloon shell \( d \) was \((0.23 \pm 0.01)\) mm.

For volumes less than 1.8 liters results calculated through the formula are correct; however, at volume of 1.8 liters rubber reaches its proportionality limit and for bigger volumes it doesn’t behave according to Hooke’s law anymore. Since in this area even very small increase in stretching force will cause a significant deformation, we approximated that after volume of 1.8 liters pressure will remain constant.

**Energy of rubber**

Rubber itself also stores energy. Knowing mechanical stress in the shell, energy density can be calculated as:

\[ W = \frac{\sigma^2}{E}(1 - \mu); \]

Therefore, energy in the shell is:

\[ U = W \cdot Sd = \pi \frac{\Delta P^2 R^4}{Ed}(1 - \mu) \]

Certainly, the formula should be checked. So how can be energy stored in rubber measured? Well, we can easily find work done by the pump, when we are inflating balloon (for example, we can put a weight on the pump – change of weight’s potential energy will be equal to the work done by the pump). So, this difference in potential energy of the weight \( \Delta E_p \) will turn into energy of pressurized air \( E_{air1} \), energy of rubber \( E_R \) and energy of losses \( E_L \) (due to friction in the pump and heating of the air):

\[ \Delta E_p = E_{air1} + E_R + E_L \]

How can we find these losses? The answer is: let’s inflate something else, with shell which can’t be stretched; for example, a plastic bag. Now, work of the pump will turn into energy of the air and energy of losses:

\[ \Delta E_p = E_{air2} + E_L \]

Since change in weight’s potential energy and energy of losses are same in both cases:

\[ E_{air1} + E_R + E_L = E_{air2} + E_L; \]

\[ E_R = E_{air2} - E_{air1}; \]

\( E_{air1} \) and \( E_{air2} \) can be calculated through volume and pressure of air in the balloon and plastic bag. Results of these manipulations are shown on fig.5. Again, at the
volume of 1.8 liters rubber reaches its proportionality limit; therefore energy density will remain constant, and rubber energy will increase because of the increase of the volume of the shell itself.

It also should be noted, that for volumes less than $0.0005 \text{ m}^3$ formula, in fact, tries to predict energy of the compressed balloon’s shell and, therefore, this area of plot shouldn’t be considered.

**Efficiency**

In the car, energy losses occur in the nozzle and also some energy is used to overcome air drag. However, air drag had been very small. To prove it, an experiment was made: we had put a sheet of cardboard on our car; first time – horizontally (for small drag), second time – vertically (for increased drag). Then we pushed the car forward manually and plotted law of its movement (fig.6). The difference between forces, which were stopping the car in two cases is less than 5%. Therefore, air drag can be ignored.

![Figure 6](image.png)

*Figure 6.* Left plot shows travel when a sheet of cardboard was placed horizontally, right – when vertically. Both are fitted by square parabola.

Unlike air drag, losses in nozzle are significant. There are three reasons of losing energy in nozzle: turbulence, viscous drag and scattering of the jet, after it exits nozzle.

Amount of energy, lost in any of this ways, strongly depends on the length and width of the nozzle. It is difficult to describe this dependence even for just one of the effects; describing all three effects at once is almost impossible. Therefore, we tried to research dependence of the efficiency coefficient on the nozzle parameters experimentally. We had inflated balloon to the same volume for all launches; respectively, full energies were equal. We also kept car’s mass the same, so friction forces were the same either. Therefore, the only thing changed with changing of efficiency coefficient was distance, travelled by car:

$$\eta = 100\% \cdot \frac{F_{fr}}{E} \cdot L;$$

where $F_{fr}$ is total friction force acting on the car and $L$ is distance travelled by car. That is why instead of plotting efficiency coefficient against nozzle diameter, we...
plotted $L$ against nozzle diameter (fig.7) – anyway, efficiency coefficient plot will look all the same, just multiplied by a constant value.

Let’s take a closer look at the plot. With too small diameter car just can’t move forward (first two dots). Then we have a local maximum of efficiency, and in the end dependence is growing. Unfortunately, with nozzle diameters bigger than 20 mm car is incapable of holding stable trajectory. But we can predict, that there will be another local maximum, after which dependence will fall to 0. It is easy to prove: if we take our balloon and stick adhesive tape over its equator, and then pierce it. The side, which we’ve pierced, will explode and let the air out; adhesive tape will prevent the other side from tearing apart. So we will achieve nozzle diameter equal to the diameter of the balloon. But when we had performed such experiment, our car travelled only 5 cm. Knowing all this, we can say that for maximal efficiency coefficient we should use the nozzle diameter from the first local maximum.

Unfortunately, for the length of the nozzle even experimental dependence wasn’t found: dots were jumping randomly.

**Travelled distance**

It is very interesting, that even if efficiency coefficient remains the same, travelled distance still can be varied through varying friction force.

In fact, there are two friction forces, acting in our system: rolling friction force $(F_1)$ and static friction in the axes $(F_2)$. These forces will be calculated as:

$$ F_1 = k \frac{N}{R}; \quad N = Mg + n\sigma \pi R^2; \quad F_2 = \mu Mg; $$

where $R$ is wheels radius, $M$ is car’s body mass, $n$ is number of wheels, $\sigma$ is surface density of wheel’s material, $k$ and $\mu$ are static and rolling friction coefficients respectively.

If car has travelled distance $L$, then work of rolling friction will be $F_1 \cdot L$; however, work of static friction will be $F_2 \cdot L \cdot (r/R)$, where $r$ is radius of the axis; it is so because static friction force is applied closer to wheel’s center, where smaller distance will be covered. In total work of friction forces is equal:

$$ A = g \frac{M(k + \mu r) + nk \sigma \pi R^2}{R} \cdot L = g \cdot X(R) \cdot L; $$

Since we want for $L$ to be maximal, we have to make $X(R)$ minimal; to find its minimum we can take its derivative and put it equal to 0:

$$ X'_R = nk \sigma \pi - \frac{M(k + \mu r)}{R^2} = 0; $$

After solving these equations, a formula for optimal wheel radius is achieved:

$$ R = \sqrt{\frac{M(k + \mu r)}{nk \sigma \pi}} $$

It is interesting to note, that total mass of the wheels in this case is connected with car’s body mass by this equation:

$$ m_{wheels} = n \pi R^2 \sigma = M \frac{\mu r + k}{k} $$

**Experimental check**

To check dependence of the distance travelled on wheels’ radius it was necessary to find friction coefficients for...
our model. For finding static friction coefficient in the axis we had removed metal rod with bearing and wheel from the car and mounted it into a support. Then we painted a small dot on the edge of the wheel, and rotated it, filming everything on the high-speed camera. From the video, we had plotted angular velocity of the wheel depending on time. This dependence was linear; therefore, proving that we really can consider friction in the bearing as static. Then through angular coefficient of the line we had calculated static friction force and static friction coefficient. For finding rolling friction force we had performed same operation as for finding air drag: we had pushed car forward and plotted its motion; through this plot we found total friction force, acting on the car. Also we could already calculate static friction force; the difference between total friction force and static friction force was equal to rolling friction force. Through the rolling friction force we could calculate rolling friction coefficient.

Putting these friction coefficients into theoretical formula we plotted theoretical line, as seen on fig.7. Now we had to make experimental points. Since we had constant efficiency coefficient, constant amount of energy was used for overcoming friction forces. So, to increase accuracy of measurements, we had decided to give this amount of energy not through inflated balloon, but through a pendulum: it was turned to same angle and then released. It was hitting car, and car was moving forward (fig.8), having same amount of energy each time. It should be noted, that we hadn't checked wheels with radius close to optimal value, because they were too big to fit the car. Well, just one wheel was size of the whole car.

Conclusions

Full energy stored in the balloon is a sum of energy of pressurized air and of stretched rubber. With help of the equation, which connects pressure and volume of the balloon, we can calculate both those energies.

All this energy goes into two places: some is used to overcome friction forces – that's useful work; other is wasted on the losses in the nozzle. Air drag for our car was negligibly low.

Efficiency coefficient depends on the nozzle length and diameter; however, it's impossible to describe these dependences theoretically. Experimentally we have found two peak values for the nozzle diameter; the first one should be used, because with second car became unstable.

Distance travelled by car depends mainly on the wheels’ parameters. They all can be connected in order to calculate optimal radius; however, it appears to be too big to use.
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Abstract

This paper has the aim of solving one of the problems of IYPT 2011, called Car: “Build a model car powered by an engine using an elastic air-filled toy-balloon as the energy source. Determine how the distance travelled by the car depends on relevant parameters and maximize the efficiency of the car.” Throughout this paper, there are presented definitions and the experimental data acquired by a series of experiments related to the solution of this problem. The results are treated qualitatively because of some limitations that are going to be explained later. Also, the results about the design of the car showed to agree with the theory.

1. Limitations to the solution

The most important limitation to this solution is the measurement of the efficiency of the car, basically because of the need of specific equipment and the variable pressure inside the balloon during the movement. But as the problem just asks to “maximize the efficiency”, that could be done by indirect ways of measuring it, not being strictly necessary to measure the efficiency itself. Other limitations are related to the locking of parameters for different experiments, like changing the balloon stiffness without changing its shape or changing the chassis without changing the wheels.

2. Definitions

Car will be treated as any object which moves over wheels without getting off of the floor or overturning, just using an internal source of energy that, in this case, is the air inside the balloon. This definition is used because it fits the objective proposed by the problem, as an “elastic air-filled toy-balloon” is to be the “energy source” and if the car overturns or get off of the floor, it would be impossible to measure the travelled distance and find its dependence on relevant parameters.

Efficiency\cite{1} is a dimensionless ratio between the energy used in the motion (not dispersed) and the energy that has been given to the system.

\[ \eta = \frac{E_{\text{out}}}{E_{\text{in}}} = \frac{P_{\text{out}}}{P_{\text{in}}} \]  

In this equation, $E_{\text{in}}$ is the internal energy, $E_{\text{out}}$ is the useful energy, $P_{\text{in}}$ is the internal pressure and $P_{\text{out}}$ is the outside pressure.

As it would be difficult to measure this ratio empirically, we are going to use the travelled distance per a determined quantity of air (combustible) as the definition for “vehicle autonomy”. This last one will be used as an indirect
measurement of the efficiency. It could be done because the larger the travelled distance for a determined amount of combustible, the lower the loss of energy.

3. Forces acting over the car

The air is pushed backwards with a force \( F \), pushing the car forwards with a thrust \( T \), forces with the same magnitude and opposite directions. Since then, we start to have other forces acting on the car. These forces are: a thrust \( [T] \), the air drag force and the friction force (fig.1). We also have weight and the normal forces.

In order to maximize the efficiency of the car, we must increase the driving force and decrease the resisting ones.

When the air inside the balloon is finished, the propulsion force ceases to exist. So, the other forces continue to act over the car till its velocity reaches zero (fig.1).

![Figure 1: (1) initial forces over the car and (2) forces after the end of the gas propulsion](image)

4. Gas propulsion force

We must consider that this force is variable because of the variable pressure, mass and volume inside the balloon. Temperature and molar mass (that depends on the used gas) will influence the pressure, influencing the propulsion force.

5. Drag force (resistance of the air)

The drag force can be calculated by the following formula\(^3\):

\[
D = \frac{1}{2} \rho C_x A V^2 
\]

In this case, \( D \) is the drag force, \( \rho \) is the fluid density, \( C_x \) is the drag coefficient (that depends on the shape), \( A \) is the transversal section area and \( V \) is the relative velocity between fluid and car.

6. Friction force

We have a car propelled by the air inside the balloon and there is no force producing torque directly over the wheels, just a propulsion force acting all over the car, producing a translational motion (of the body and of the wheels). In this situation the tendency of slipping is in the same direction of the motion, so the friction is contrary to the movement.

7. Rolling between wheel and axis

The friction existent in the rolling between wheel and axis must also be considered. This friction must be decreased in order to improve the rolling.
8. Propeller nozzle shape

Depending on the shape that we have in the car nozzle, we have a determined type of flow. This is going to depend on the shape of the balloon nozzle: square, rectangular, circular etc. In this problem we will consider two kinds of flow: laminar (characterized by its parallel fluid lines and overlapping layers) and turbulent (characterized by the chaotic state of the fluid), remarking that there is a region of transition between both.

In the case of the balloon car, it will be more efficient whether the fluid is laminar. We have some differences between car’s shapes because of the break of the boundary layer by a gradient of pressure [4].

9. Elastic properties of the balloon

If the balloon is stiffer, the pressure inside it is higher. So, the propulsion force would be higher too. There is a maximum number of times that one can use the same balloon to get similar results. The most used mechanism to quantify the elasticity of a body is the Hooke’s Law, which can be used just for a strip of the balloon in this case.

$$F = kx$$  \hspace{1cm} (3)

In which, F is the elastic force, k is the spring constant, x is the deformation.

10. Experiment 1: aerodynamic test

Solids made of cardboard and Styrofoam with the same transversal section area are put in the end of the wind tunnel (next to the fan). The lower the velocity of the solid that is pushed by the air to get out of the tunnel, the lower the drag force, so the better the aerodynamics.

Figure 2: Wind tunnel (left) and used solids (right)

Figure 3: Chart of velocities of different solid’s shapes
As it is possible to notice, the droplet shape has had the best aerodynamic (lower velocity), as predicted by the theory. The lag time due to the chronometer use (±0.4s) is a possible source of errors.

11. Experiment 2: nozzle test

The air exit shape of a hair dryer is varied (with same area) and put from a standard height of 5cm in relation to the scale. The mass registered is converted to force according to the scale calibration.

![Force applied by the flow](image)

Figure 4: Chart of forces for different nozzle's shapes

The circle showed to be slightly better (no regional turbulence), although all the shapes showed similar results. Distance between dryer and scale (precision of the caliper rule: ±0.05mm) and precision of the scale (±0.1g) are possible source of errors.

12. Experiment 3: test of a straw as the nozzle

A test track was made to make the distance measurements easier. The same amount of air was used in all the experiments, with an air pump.

<table>
<thead>
<tr>
<th></th>
<th>Without a straw</th>
<th>With a straw</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.49</td>
<td></td>
<td>3.38</td>
</tr>
<tr>
<td>2.12</td>
<td></td>
<td>4.05</td>
</tr>
<tr>
<td>2.02</td>
<td></td>
<td>3.15</td>
</tr>
<tr>
<td>Average</td>
<td>2.21</td>
<td>3.53</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.25</td>
<td>0.47</td>
</tr>
</tbody>
</table>

The paper straw directed the flow, so the car could travel a larger distance for the same amount of combustible. The precision of the measuring tape (±0.05cm) is a possible source of errors.

13. Experiment 4: chassis test

Two different chassis (wedge and rectangular prism shapes) are tested in the same test track of the last experiment, using the pump to apply the same amount of air.

<table>
<thead>
<tr>
<th></th>
<th>Rectangular prism</th>
<th>Wedge</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.39</td>
<td></td>
<td>0.41</td>
</tr>
<tr>
<td>1.89</td>
<td></td>
<td>0.35</td>
</tr>
<tr>
<td>2.01</td>
<td></td>
<td>0.39</td>
</tr>
<tr>
<td>Average</td>
<td>2.10</td>
<td>0.38</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.26</td>
<td>0.03</td>
</tr>
</tbody>
</table>
Even though the wedge shape was more aerodynamic, the chassis in rectangular prism had less rolling friction in its wheels, so it showed to be better. The precision of the measuring tape (±0.05cm) is a source of errors again.

14. Experiment 5: surface test

The test track and the same amount of gas (using an air pump) are used again. Both surfaces are made basically of the same material, but the first has slots and the second do not.

Table 3: Distance (measured in m) travelled over different surfaces.

<table>
<thead>
<tr>
<th></th>
<th>With slots on the floor</th>
<th>Without slots</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance (m)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.39</td>
<td>2.49</td>
<td></td>
</tr>
<tr>
<td>1.89</td>
<td>2.12</td>
<td></td>
</tr>
<tr>
<td>2.01</td>
<td>2.02</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.10</td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
</tr>
</tbody>
</table>

Considering the standard deviation, there is no difference between the surfaces. But it is known, theoretically, that the more uniform the surface is, the larger the distance travelled by the car. The precision of the measuring tape is, again, a source of errors.

15. Experiment 6: elasticity test

Strips with the same dimensions of both used balloons are tested in order to take its spring constant. Marbles are used to apply the force. Then, the distance travelled for the same amount of gas, in the test track, for both balloons were measured.

- Balloon 1: $k = 0.29$N/cm
- Balloon 2: $k = 0.38$N/cm

The precision of the caliper rule (±0.05mm) is a possible source of errors.

Table 4: Distance (measured in m) travelled with balloons of different elasticities

<table>
<thead>
<tr>
<th></th>
<th>Balloon 1 (k=0.29N/cm)</th>
<th>Balloon 2 (k=0.38N/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance (m)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.49</td>
<td>2.06</td>
<td></td>
</tr>
<tr>
<td>2.12</td>
<td>2.11</td>
<td></td>
</tr>
<tr>
<td>2.02</td>
<td>1.89</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.21</td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.12</td>
</tr>
</tbody>
</table>

The balloon 1 was more aerodynamic and its car travelled a larger distance because of it, even being less stiff. The precision of the measuring tape (±0.05cm) is a possible source of errors again.
16. Conclusion

Basically, the efficiency is improved when the driving force (air propulsion) is increased over the resisting ones (drag and friction forces). For it to happen, the car must be built presenting, essentially, the following characteristics (got empirically): droplet shape, circular nozzle, a straw as the nozzle itself and wheels that produce less friction. These features were applied in the final model of the car (fig.6), which travelled the longest distance with the same amount of air (average of 3.53 m). This shows that the necessary characteristics to maximize the efficiency are also the relevant parameters for the distance travelled by the car.

![Figure 6: Built car based on tested parameters](image)
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Abstract

This paper focuses on building a rocket-type car powered by an engine using an elastic air-filled toy balloon as the energy source, determining how distance travelled by the car and efficiency depend on relevant parameters and maximizing them. Balloon observations were done using a piston inflation/deflation model to calculate energy input, output and rubber stretching losses. Car motion was observed and initial condition parameters (volume and pressure), different jet diameters and nozzle angles were taken into consideration.

Piston model

As the balloon deflates pressure, volume and the number of molecules in it change. Therefore, imagine a piston containing all air later used for inflation to which the balloon is attached to. Moving the piston slowly inflates the balloon and releasing it results in spontaneous balloon deflation.

Initial system state is $p_0(V_{10} + V_{20}) = nRT$, $p_0$ being the atmospheric pressure, $V_{10}$ balloon volume before inflation and $V_{20}$ piston volume.

Ideal gas law equation states that at every moment $p(V_1 + V_2) = nRT$ where $V_1$ is the changing balloon volume and $V_2$ the piston volume, $R$ is the gas constant.

Final state is $p_fV_{1f} = nRT$ where $p_f$ is the final balloon pressure and $V_{1f}$ the final volume (figure 1).

Integrating initial to final state of $dW = -(p - p_0)dV$ gives both inflation and deflation work as the same equations are valid. Energy needed for inflation and gained from deflation is:

\[ W = \int_{p_0}^{p_f} p_dV_1 + p_fV_f(\ln\frac{p_f}{p_0} - 1) + p_0V_{10} \]

Where $p_fV_f(\ln\frac{p_f}{p_0} - 1) + p_0V_{10}$ are the known conditions and $\int_{p_0}^{p_f} p_dV_1$ is determined experimentally for both processes separately.

Figure 1: Piston model at initial and final state for inflation, valid also for deflation with inverted markings (left and right) provides a way to evaluate initial input energy and rubber losses.

Balloon inflation/deflation

Pressure was measured using a digital pressure sensor (resolution 0.05 kPa, possible calibration) at different volumes. Balloon volume was indirectly calculated...
by taking photos) at known pressures, marking the balloon edge coordinates to find a shape (radius/height) function and numerically integrating this function (using shape rotation). These data give us the overpressure/volume relation shown in figure 2, where the deflation curve is under the inflation curve as expected due to energy losses from rubber deformation and elastic rubber hysteresis is observable. This experimental results can be explained by balloon elastic energy where \( \lambda = \frac{r}{r_0} \) is relative strain and \( \kappa \) is a rubber property.

\[
U = 4\pi r_0^2 \kappa RT \left( 2\lambda^2 + \frac{1}{\lambda^4} - 3 \right) \tag{1}
\]

Work needed to increase radius from \( r \) to \( r + dr \) under pressure difference \( \Delta P \) (being overpressure) is:

\[
dW = \Delta P dV = \Delta P 4\pi r^2 dr = \left( \frac{dU}{dr} \right) dr = 16\pi \kappa RT \left( r - \frac{r_0^3}{r^5} \right) dr
\]

\[
\Delta P = \frac{4\kappa RT}{r_0} \left( \frac{1}{\lambda} - \frac{1}{\lambda^3} \right)
\]

These equations were used to plot a regression, explain and confirm the obtained overpressure/strain curve (figure 2).

\[\text{Figure 2:} \text{ Left graph shows the elastic hysteresis of rubber. Gradual inflation and deflation curve differ and the energy is partly dissipated due to material plasticity. Right graph is a fit of elastic energy theoretical model to the experimental results which explains the initial maximum and gradual overpressure drop as the volume continues to increase.}\]

Surface under the volume/pressure curve enlarges with greater initial volume and so do the input and output energy. Efficiency of the balloon is the ratio between deflation energy (work that can be later used to power the car) and inflation energy. Both of them are according to the piston model energies of the initial and final conditions plus surfaces under the curves of these processes.
Maximising travelled distance is having the greatest possible energy after deflation (input energy), and maximizing the efficiency of the balloon is a comparison of remaining energy after deflation and total input energy for inflation (figure 3).

**Construction and motion observation**

Car consists of a plastic cart (length ~ 12 cm), styrofoam base for a plastic tube (d = 2.9 cm) and metal jets / cardboard nozzles, attached at the tube end (figure 4). Car mass is ~120g. This car was placed on metal rails with distance scale to enable us its position determination and keep the movement straight.

A car with filled air-balloon was placed on the rails and a video of its motion was taken with a 120 fps camera. This video was later analysed to find distance/time coordinates and create a graph.

A computer program which analyses these coordinates with a 5 data points frame was created. This program fits a linear or cubic polynomial on the first 5 data points, derives this function and returns the value for the middle point. Frame than moves to the second point taking 2nd to 6th coordinate and repeats the procedure. The result of it is a velocity/time graph on which the initial accelerated motion caused by deflation is easily distinguished from the deceleration part when the car moves due to maximal velocity reached in deflation (figure 4).

Travelled distance is $s = s_0 + s_1$, $s_0$ being the acceleration path distance in which the maximal velocity $v_{\text{max}}$ is reached (determined from the video) and $s_1 = \frac{v_{\text{max}}^2}{2a}$ being the deceleration path. The deceleration path was simply calculated with the presented equation in which both $v_{\text{max}}$ and $a$ are read from the graph (the latter as the linear coefficient from deceleration).
Figure 4: Final car model photo on the right and a velocity/time graph on the left. After the video analysis, distance/time coordinates were obtained and derived using a program especially created for this purpose

Motion description equations

Input energy defined previously is used for inflation and it is transformed into kinetic energy of the air molecules during deflation. Losses first occur due to resistance to movement (mutual collisions). Momentum conservation states \( d(m_a v_a) - F_{fr} dt = m_c dv_c \), \( m_a \) and \( v_a \) being the air mass and velocity respectively, \( F_{fr} \) being the total friction force (air resistance, rolling friction) and \( m_c \) and \( v_c \) being the car mass and velocity respectively. Simplified model describes the air behavior taking the mass inside the balloon as \( m_a = \bar{p} V M R T \), \( \bar{p} \) being the average pressure evaluated from graphs, \( V \) balloon volume, \( M \) air relative atomic mass. Flow at the tube end is here approximately described according to Bernoulli's principle, neglecting the fluid viscosity in that part so the air velocity is \( v_a = \sqrt{\frac{2F}{\rho}} \), \( \rho \) being air density. Friction force's \( F_{fr} \) main source is air drag due to car shape \( F_{fr} = \frac{1}{2} C \rho S v_{a}^{2} - V^{2} v_{c}^{2} \) and its duration is given from flow rate/volume relation as \( t \sim \frac{v}{v_a} \). Momentum conservation equation is simplified to \( m_a v_a - F_{fr} t = m_c v_c \).

Figure 5: Left graph is the representation of the maximum velocity achievable at a certain volume. Regression expression for Initial volume/maximal velocity relation is obtained using presented equations. Right graph is the total efficiency initial volume relation. It is defined with ratio of final kinetic energy \( \frac{mv_{max}^2}{2} \) and total input energy (as in the piston model).
Jets and nozzles
Jets are metal circular tube openings which vary the diameter of the tube end. Jet diameter changes how much is the air directed, time needed for deflation, air drag force duration and the amount of resistance air molecules endure in mutual collisions. Flow inside the tube is turbulent with the estimated Reynolds number at the order of magnitude $10^5$. Experiment was conducted for different diameters to find the maximum $v_{\text{max}}$ value as both traveled distance and efficiency depend on $v_{\text{max}}^2$. Nozzles are cardboard cone shaped extensions attached to the tube end to increase the effective velocity, horizontal component of rapid molecules movement. Different nozzles have different angles, changing how much is the air directed but also different tube length as one cone end has a fixed (tube) diameter and thus the amount of losses due to friction changes. Analogous to the jet diameter – maximal velocity relation, the best cone angle also depends on $v_{\text{max}}$ as it was earlier explained.

Best jet diameter and nozzle angle were found to be from 1.2cm to 1.4cm and from 15° to 20° respectively for this tube and conditions (figure 6).

![Figure 6](image_url)

**Figure 6:** Left graph shows that the travelled distance/jet diameter curve has a maximum which is same for the efficiency as both of these sizes depend on $v_{\text{max}}^2$. Analogous to it the right graph has a maximal value too, also valid for travelled distance due to $v_{\text{max}}$ relation

Discussion and conclusion

These experiments were conducted on a single car design, neglecting the possible influence of a more aerodynamic shape though the friction force as defined in motion description depends on the balloon size creating the air drag. Rolling friction is negligible in comparison to air drag friction and thus other wheels or moving mechanisms are not observed. Nozzle angle optimisation is also presented for a single nozzle shape (cone) and other shapes were not taken into consideration. These possible parameters have been in the initial experiments shown to be of less relevance than the balloon observation.

Balloon was described with a piston inflation/deflation model which was verified by comparing the theory for stretching losses with an experimental curve. The basic working principle was explained and maximum conditions for jets and nozzles are found. Longest travelled distance optimised with all parameters (maximal volume before breakage 4.5dm$^3$, best jet and nozzle) is 70m and the highest efficiency (minimal volume to start 1.5dm$^3$, best jet and nozzle) is 6.4%.
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Abstract

The present paper is an investigation of the efficiency of a car, powered by an air-filled toy balloon in which the deflating balloon produces jet propulsion. The causes of energy loss have been investigated theoretically and several precise experiments have been made to determine the amount of energy loss that occurs for different causes. Experiments were done using image processing techniques, measuring the volume of the balloon and its changes in several cases and leading to energy analysis. It will be shown that about 50% of the energy will be lost as a result of the Moulin’s effect, and a variable amount will be lost as a result of the head loss.

Introduction

The main design we will emphasize in this paper on, is the installation of a filled balloon on the car, with its end pointing towards the back of the car, deflating and causing propulsion (rocket type car). In this case, because of the momentum of the outgoing air jet, a force will be exerted to the car, forcing it to move. There are other designs which could utilize a balloon as a source of energy to mobilize the car as used in the Balloon Car Contest at NASA’s Jet Propulsion Laboratory [1], many of which do not fill the balloon with air but use it as a rubber band instead (and since our task is to investigate air filled balloon cars, this approach was not a subject of our investigation). Another design is to chronically release the outgoing air jet into a turbine-like structure and use the energy to rotate the wheels. This way, the efficiency may increase due to head loss decrease resulted by the velocity decrease. This method has not been used elsewhere before, and we also did not investigate it. However, further investigations are suggested on this method.
In our case, the balloon is attached to a cylindrical nozzle and deflates through it (Figure 1). A cylindrical nozzle with diameter of 4cm and length of 10cm was used in our experiments. In this case three forces are exerted to the car; the motivational force which is exerted to the balloon due to the momentum of the outgoing air flow, and two resistive forces which are: Aerodynamic drag force and the friction forces applied to the car. Regarding the conservation of momentum, the motivational force could be calculated as a function of the relative velocity of the outgoing air flow.

According to the Work and Energy Theorem, the total work done by all the external forces exerted to the car must be equal to its alterations of kinetic energy. Since the initial and final kinetic energies of the car are of zero value (initial and final velocities are zero), the total work done by all the forces exerted to the car must be zero. Thus the amount of work done by the motivational force equals to the work done by the resistive forces. It is desired to maximize the work done by the motivational force, since our definition of efficiency is the ratio of the work done on the car by the motivational force to the energy needed to fill the balloon.

In view of the motivational force to be much greater than the resistive forces (since it functions in a much shorter time and does the same amount of work) the work done by the motivational force is independent from the resistive forces. The energy released by the balloon air flow will be divided into two main compartments; the energy which moves the car and the energy which moves the air. The input energy given to the car would mainly waste in two ways (other than the kinetic energy of the air). Initially, a fraction of the energy will be lost during the inflation process due to the balloon’s plastic deformation. This phenomenon is entitled as the “Moulin’s Effect” [2]. Note that a filled and emptied balloon will be larger than the initial balloon. This means that a part of the energy given to a balloon while inflation will be used to deform the rubber material, which is not given back when it deflates.

The second form of energy loss occurs when the fluid is in rapid motion during deflation. This energy loss is widely known as “Head Loss”, and has two main factors: Head Loss caused by the viscous friction forces with the inner membrane of the balloon, and the head loss resulted by the turbulent motion which arises from the high velocity. Both of these factors are proportional to the velocity square and the proportions are functions of the system’s size and geometrical properties (in our case, the head loss coefficient alters during time and cannot be considered as a constant.)

In the following, we will determine the amount of these energy losses.

Several factors were to be experimented physically, mainly to measure the constants in the system and the amount of energy losses in different steps. The physical experiments would also approve the theoretical assumptions. During the experiments, each balloon was used only once to avoid changes in the results because of the Moulin’s Effect. About 200 balloons were experimented totally.

**Initial Energy and Moulin’s Effect**

The first set of experiments was designed to measure the amount of energy needed to fill the balloon and the amount of the restorable energy. To do so, our method was to find the relation between the internal pressure of the balloon and its volume.
To find the Pressure-Volume relation in emptying and filling stages, the balloon was attached to a leak-proof valve-pipe system, which could simultaneously fill the balloon with an air pump with a known small flow rate and demonstrate the internal pressure (Figure 2). A manometer gauge filled with inked water, was used to signify the internal pressure and two valves were attached in that the pressure alteration during deflation or inflation would visually materialize. The process was filmed by a camera far enough to minimize the effect of the perspective view subsequently, both the volume of the balloon and the pressure were calculated in each frame by a program using MATLAB™ image-processing. The balloon volume was calculated assuming axial symmetry about the z-axis (As demonstrated in Figure 2), and the internal pressure was calculated measuring the difference of water elevation in the two sides of the manometer gauge (Figure 2). In order to provide \( P - V \) diagrams in the case of inflation (Figure 3), the experiment was reversely accomplished so that both valves were initially open and the balloon’s inflation was recorded along with the changes in internal pressure and was ultimately analysed by the program. Using these techniques, the Pressure-Volume diagrams could be achieved.

While measuring the Pressure, there were some errors caused by the dynamic motion of the water in the tube, particularly in the inflation process, which the discharge could not be smaller than a specific amount. Therefore, at the beginning of the inflation process, where there is no maximum point for the pressure, the dynamic behaviour of the water would not seem to be crucial, since it is the integration of the \( P - V \) diagram which will be used later, and this oscillation does not have a significant effect.
Having the $P - V$ graphs for inflation and deflation from different initial volumes, the energy was to be calculated. To inject an infinitesimal volume $dV$ of a gas to a container with a pressure of $P$, the energy required is $PdV$. Thus, the energy to fill the balloon is the integration of pressure that is a function of volume:

$$E = \int_{V_0}^{V} P(V) dV \quad (1)$$

The same occurs for the deflation process. Hence, the energy needed to fill the balloon was calculated by numerical integration. Moreover, the restorable energy was calculated by integrating the relation for the deflation case. Our results illustrate that about half of the work required to fill a balloon is not restorable, (Figure 4) in other words; 50% of the energy is used to cause the plastic deformations among the rubber-like material.

**Fast Deflation Process and Head Loss**

![Figure 3: The P-V Diagram for Several Deflation Cases and an Inflation case (the Top Curve) Each Curve is consisted of about 1000 Points outputted from the Image Processing](image)

![Figure 4: The Ratio of the Restorable Energy to the Total Given Energy](image)
The entire energy loss is not limited to the Moulin’s effect. Some energy will be lost due to the dynamic of the outgoing fluid during the fast deflation, e.g. the viscous force between the fluid layers will do some negative work, converting the mechanical energy to heat. Flow turbulence also wastes some energy [3]. We must determine the amount of the energy lost during the deflation process, which is of course a function of the volume, varying the deflation velocity and deflation time. In order to investigate the reproduced energy by the balloon, we attach the balloon to a cylindrical nozzle (similar to the ones used on the car) and let it deflate. A high speed video was captured from the deflating balloon, and again using image processing, the volume of the balloon was found as a function of time (Figure 5). This was done for several initial volumes, and the experiment reproducibility was also checked by repeating the experiments.

It was observed that the rate of volume change (flow discharge) remains slightly constant during the emptying time. The discharge is plotted against the initial volume, and a decreasing behaviour is observed (Figure 6). This behaviour is acceptable, since the average internal pressure of the balloon also has a decreasing behaviour regarding the initial volume. Note that the discharge was interpolated to be used for countless un-experimented points in that specific range. The interpolation was made by fitting a logarithmic trend to the data, and the only reason of using a logarithmic function (and not a linear curve for instance) was that it could give a better prediction for un-experimented points. Using the discharge, the emptying velocity and time can also be calculated for a known initial volume.

Figure 5: Some Emptying Diagrams

Figure 6: Flow Discharge

Figure 7: Dynamic Energy Loss
In this case, the energy released by the balloon is equal to the sum of the kinetic energy of the outgoing air. By calculating the mass and velocity of the outgoing air, the following equation would be achieved:

$$E_{released} = \frac{1}{2} (\rho A v \Delta t) v^2 = \frac{1}{2} \rho A v^3 \Delta t$$  \hspace{1cm} (2)$$

Where $v$ is the relative velocity of the air flow. Using the experimental data, the amount of energy loss resulted by fluid flow was calculated in different initial volumes of the balloon. (Figure 7)

**Car Motion Investigation**

Until this point, the total energy released by the balloon has been investigated, as well as the discharge of the outgoing flow. Now it must be specified what portion of this energy is transferred to the car as kinetic energy, and the overall car motion must be investigated. According to the momentum conservation for the Car-Air system, the force exerted to the car can be calculated regarding the velocity of the outgoing flow:

$$F = \rho A v^2$$  \hspace{1cm} (3)$$

Experimentally, we built a car and attached the balloon to its end, the balloon was filled using an air pump with a known discharge and filling time, consequently, the initial volume of the balloon was calculated. The car was set on the floor which its textures made it possible to find the distance travelled by the car. Videos were captured with a camera chasing the car from the top, and the motion diagrams were obtained (Figure 8). Furthermore, the total distance travelled was measured (Figure 10).
To find the friction forces, the car was pushed and released forward with varying velocities and its acceleration was measured (Figure 9).

Since the outgoing velocity and duration of deflation is known as a function of the initial volume (Figure 5 and Figure 6), the motivational force can be calculated using formula 3 and since the resistive force is experimentally measured (Figure 9), the total force applied to the car in each phase of motion (increasing velocity and decreasing velocity) is known and the acceleration can be calculated as $F / m$, so theoretically the motion of the car can be predicted. The total displacement of the car, predicted by the theory, was compared with the experiments; evincing an acceptable concurrence (Figure 10).

Using the theory discussed above, it could be shown that the amount of the released energy which will be the kinetic energy of the car, obeys this equation:

$$\frac{E_{\text{Car}}}{E_{\text{released}}} = \frac{\rho AV \Delta t}{m}$$

(4)

Where $m$ is the car mass and $\Delta t$ is the emptying time.

**Conclusion**

In this investigation we tried to determine the sources of energy loss and describe the behaviour of each cause. We suggested three sources of energy loss: One caused by the plastic deformation of the rubber material, known as the Moulin’s effect, and the energy loss caused by the dynamic fluid as a result of viscosity and turbulence which is known as head loss, and at last a small portion of the remaining energy will be used to move the car, and the rest will be transferred to the air.

Note that the plots and numbers can only be applied to our specific model and materials. As if the balloon changes, the $P−V$ diagrams will change since it is a function of the shape and material of the balloon.

By measuring the Pressure and Volume in the inflating and deflating balloon using image processing (Figure 3) and integration, to find the energy needed to fill the balloon and the reproducible energy, the ratio of the energy lost as a result of the Moulin’s effect was calculated (Figure 4). The results suggest that about 50% of the energy needed to fill the balloon will be lost as a result of this effect.

Next the amount of energy lost by head loss was to be estimated. The discharge rate of the balloon was measured using the same image processing technique, and it was used to calculate the kinetic energy released by the balloon. As shown in Figure 5, the discharge decreases as the initial volume increases, and this is because of the decrease of the mean internal pressure of the balloon as in Figure 3. The difference between the total reproducible energy and the kinetic energy produced during the deflation and the energy loss, as a result of head loss was found as in figure 7.

The flow discharge, as a function of initial velocity, as interpolated in figure 6, was then used to compute the motion of the car theoretically. So after estimating the friction force (Figure 9), the total distance travelled by the car as a function of the initial volume of the balloon was measured experimentally and was compared with theoretical predictions (Figure 10).
In conclusion, the overall efficiency of the car system as a function of the initial volume of the balloon could be calculated. As evinced in figure 11, there is a specific initial volume of the balloon which has the maximum efficiency overall. However, according to Figure 10, there is no maximum for the total distance travelled by the car, unless a maximum possible volume for the balloon exists.

![Figure 11: The Overall Efficiency of the Car](image)
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Abstract

This paper presents an investigation on the motion of a falling row of dominoes with different dimensions. Motion is described in means of Falling and Collision. Dominoes are assumed not to slip on the surface. The equations are solved numerically and a comprehensive simulation program is developed by the means of angle specification of dominoes as a function of time. The program works for any given arrangement of dominoes with different heights and distances. Video processing is used to measure the angle of dominoes in real experiments. Precise agreement between experimental results and simulation verifies the theory. In each collision, some percentage of the energy remains, some is transferred and the other part is wasted. These percentages are compared for different height increase rates and are used to designate limitations.

Theory

Motion is divided to Falling and Collision. The former refers to the falling of dominoes lying on each other before reaching the following domino. The latter is related to the collision procedure of dominoes.

A) Falling

Forces applied to one of the dominoes are: 1) Normal force $k-1$ and $k$ 2) Friction force $k-1$ and $k$ 3) Normal force $k$ and $k+1$ 4) Friction force $k$ and $k+1$ 5) Weight 6) Normal force from surface 7) Friction force between domino and the surface.

Referring to the third law of Newton, the forces that $k$ applies to $k+1$ (normal force and friction force) is equal to the force that $k+1$ applies to $k$. Angular acceleration of dominoes could be found using the torques applied to them.

$$I \ddot{\theta}(k) = \text{Torque}(F(k-1), \mu F(k-1), F(k), \mu F(k), \text{weight})$$ (1)

More precisely:

$$I(k) \ddot{\theta}(k) = -F(k-1) \times \left\{ \left( l(k-1) - \frac{d(k)}{\sin(\theta(k))} \right)^2 + (h(k-1))^2 - 2h(k-1) \left( l(k-1) - \frac{d(k)}{\sin(\theta(k))} \right) \cos(\theta(k) - 1) \right\}^{0.5} - d(k) \cot(\theta(k)) + \mu F(k-1)d(k) + F(k)h(k) \cos(\theta(k+1) - \theta(k)) + \mu F(k)h(k) \sin(\theta(k+1) - \theta(k)) - m(k)g \frac{\sqrt{h(k)^2 + d(k)^2}}{2} \cos(\theta(k) + \arctan(\frac{d(k)}{h(k)}))$$ (2)
Dominoes always remain in contact. This results in an equation between height $h(k)$, distance between right sides of $k$ and $k+1$, $l(k)$, width $d(k)$ and angle with surface $\theta(k)$. (Using the sinusoids law in the hatched triangle in Figure 1)

\[
\frac{h(k-1)}{\sin\theta(k)} = \frac{l(k-1)}{\sin\theta(k)} - \frac{d(k)}{\sin(\theta(k) - \theta(k-1))}
\]  \hspace{1cm} \text{(3)}

Second derivative of this equation gives an equation between angular accelerations of $k$ and $k-1$.

\[
\ddot{\theta}(k-1) + \dot{\theta}(k)[-1 + \frac{l(k-1)\cos(\theta(k))}{h(k-1)\sin(\theta(k)-\theta(k-1))}] = \frac{l(k-1)\theta^2(k)}{h(k-1)\cos(\theta(k)-\theta(k-1))}\left[\sin(\theta(k))\cos(\theta(k) - \theta(k-1))\right]^2 - \frac{\cos(\theta(k))^2\sin(\theta(k)-\theta(k-1))}{h(k-1)}
\]  \hspace{1cm} \text{(4)}

In better words, two equations are available for each of $n$ dominoes.

\[
C1(k)F(k-1) + C2(k)F(k) = C3(k)
\]  \hspace{1cm} \text{(5)}

\[
P1(k)\ddot{\theta}(k-1) + P2(k)\dot{\theta}(k) = P3(k)
\]  \hspace{1cm} \text{(6)}

where $C1(k)$, $C2(k)$, $C3(k)$, $P1(k)$, $P2(k)$, $P3(k)$ are known constants (These constants could be calculated using equations (2), (4)).
There are $n$ dominoes and 2 equations for each, making $2n$ equations totally. Also there happens to be $2n$ unknown parameters which are $F(k)$ and $\dot{\theta}(k)$ for all $n$ dominoes. This system of $2n$ equations and $2n$ unknowns could be solved numerically.

### Collision

Based on high speed videos, the following procedure is observed: As $n$ hits $n+1$, some energy is wasted. Angular velocity of $n$ and consequently preceding dominoes decrease. $n+1$ obtains an angular velocity greater than the angular velocity of $n$ after collision; therefore $n$ and $n+1$ separate. The large mass of the first $n$ dominoes causes $n$ to reach $n+1$ soon again. $n$ lies on $n+1$ and the set of $n+1$ dominoes continue to fall. Collision is immediate and the friction force between the domino and the surface is rather minor, hence conservation of momentum in horizontal direction is available. Restitution coefficient gives the relation between velocity before and after the collision.

\[ \sum_{i}^{n} m(k)v(k) = \sum_{i}^{n} m(k)v'(k) + m(n+1)u \]  

This equation could be exactly expressed.

\[ \sum_{i}^{n} m(k)h(k)\dot{\theta}(k)|\sin(\theta(k)) = \sum_{i}^{n} m(k)h(k)|\dot{\theta}'(k)|\sin(\theta(k)) + m(n+1)h(n+1)|\dot{\theta}(n+1)| \]

First derivative of the geometric constraint against time gives the relation between angular velocities of any neighbor dominoes:

\[ \dot{\theta}(k-1) = \dot{\theta}(k)[1 - \frac{l(k-1)\cos(\theta(k))}{h(k-1)\cos(\theta(k)-\theta(k-1))}] \quad 0 < k \leq n \]

This equation indicates that if $\dot{\theta}(k)$ decreases by coefficient $\alpha$ after the collision, $\dot{\theta}(k-1)$ will also decrease by the same coefficient. Therefore, if $\dot{\theta}'(n) = \alpha \dot{\theta}(n)$, it could be inferred that $\dot{\theta}'(k) = \alpha \dot{\theta}(k)$ for $0 < k \leq n$

Re-writing equation (7) we get:

\[ \sum_{i}^{n} m(k)h(k)|\dot{\theta}(k)|\sin(\theta(k)) = \alpha \sum_{i}^{n} m(k)h(k)|\dot{\theta}(i)|\sin(\theta(k)) + m(n+1)h(n+1)|\dot{\theta}(n+1)| \]

For simplification we call $S=\sum_{i}^{n} m(i)h(i)|\dot{\theta}(i)|\sin(\theta(i))$. Equation (9) gives

\[ S(1-\alpha) = m(n+1)h(n+1)|\dot{\theta}(n+1)| \]

The other equation is the restitution coefficient. The relative velocities of $n$ and $(n+1)$ becomes $-e$ times $(e<1)$ after the collision.

\[ v'(rel) = -ev(rel) \]

Which is:

\[ -e(h(n)|\dot{\theta}(n)|\sin(\theta(n)) - 0) = h(n)|\dot{\theta}(n)|\sin(\theta(n)) - h(n+1)|\dot{\theta}(n+1) | \]

The coefficient $e$, is calibrated in experiments. Solving equations (10) and (12), two unknowns of $\alpha$ and $\dot{\theta}(n+1)$ are calculated.
Simulation Program

Using MATLAB®, a program is developed to fully simulate the motion. The angle and angular velocity of the first domino and properties of dominoes namely: height, width, distance, density and friction coefficient are inputs. In each of the iterations, angular accelerations of dominoes are calculated solving the system of $2n$ equations and $2n$ unknowns discussed above. Next, angular velocities and angles are updated by following equations:

\[ \dot{\theta}(k)(t + dt) = \dot{\theta}(k)(t) + \ddot{\theta}(k)dt \]  
\[ \theta(k)(t + dt) = \theta(k)(t) + \dot{\theta}(i)dt \]  

The program continuously checks if domino $n$ has reached $n+1$. In case that it has reached, it solves equations (10) and (12) to find velocities after collision. Then it uses equation (8) to find angular velocities of preceding dominoes. Here is the phase that dominoes are separated for a short period. The program resumes the falling motion of first $n$ dominoes and $n+1$ separately until $n$ reaches $n+1$ again. The program assumes $n+1$ to be in contact with $n$ in the rest of the motion and upgrades the system to $n+1$ in contact dominoes. This process continues until the last domino reaches the surface. Finally a movie from this motion is made.

![Figure 2: The movie simulating the motion](image)

Experiments

Dominoes were made of Plexiglas in different heights and widths. Experiments were done on an abrasive to provide the non-slipping condition which was assumed in the theory. A screw was used to firmly tilt first domino to ensure free falling for the first domino with no initial angular velocity (Figure 3).

Videos with 1000 frames per second were recorded. The dominoes, along with the background, were colored in black and a thin white line was drawn on dominoes. Analyzing videos by MATLAB, white lines were detected and traced to measure the angle of dominoes. The time between initiation of the motion and first collision was used to calculate the initial angle. Giving this angle and zero value for initial velocity as inputs, the simulation program plotted the angle of each of dominoes vs. time graph. The same graph was plotted using video processed data. Precise agreement between simulated and experimental graphs demonstrated accuracy of the theory. Three chief experiments are presented.

![Figure 3: Setup Scheme](image)
A) **One Domino:** This experiment was done using one domino to check the falling procedure of the program (Figure 4).

B) **Two Dominoes:** Two identical dominoes were located. Falling time of the second domino was used to find the restitution coefficient. The great match verified equations of the collision (Figure 5).

C) **Increasing Height Dominoes:** Eight dominoes with different heights were placed in a row. The dominoes were each increased by 4 mm in height. The agreement between simulation program and video processing results in this experiment verifies theory’s reliability (Figure 6).
Discussion

Considering the high agreement between experiments and the theory, the simulation program was used to demonstrate energies and limitations. An increasing height arrangement was studied. Dominoes, all with a constant width, were located in a fixed distance from each other. The height of dominoes were increased by a constant rate (i.e. \( h(i) = h(i-1) + rate \)). In order to illustrate height increase effect, four situations were analyzed: identical height and increasing height rates of 2, 6 and 10 mm by each domino.

The initial gravitational potential energy transforms into kinetic energy (Figure 7). Since dominoes are assumed to be stable on the surface, the kinetic energy is only rotational kinetic energy. In each collision, some energy is wasted. Using experiments, the restitution coefficient was calculated to be \( \varepsilon = 0.2 \) for our set of materials.

![Figure 7: Potential Energy transforms into Kinetic Energy](image)

Considering the collision of \( n \) and \( n+1 \), some part of the total kinetic energy remains in the first \( n \) dominoes, some transfers to \( n+1 \) and the rest is wasted. Figures 8 and 9 illustrate this concept (e.g. In the collision of dominoes 20 and 21, in a 6 mm rate, 17 percent of the sum of kinetic energies before collision, will be transferred to 21st domino).

In case of identical dominoes, after approximately 5 collisions, the energy that the

![Figure 8: Transferred Energy Percentage at all collisions for 4 rates](image)
system gains due to the transformation of potential energy becomes equal to the energy loss in the collision. Moreover, the time between collisions converges to a constant. Therefore a wave of falling dominoes which moves with a constant velocity is observed.

Limitation

The situation in which a domino withstands when it is hit could be defined as a limitation. Considering the potential energy of a domino (Figure 10), it requires an initial energy to be toppled. This energy is required because the height of its center of mass should be increased when tilting the domino. This energy is supplied by transferred energy. Hence, transferred energy should be greater than the initial potential energy. Such kinds of limitations are acquirable using the simulation program. If width of the domino exceeds a critical amount, the motion will cease. As the width increases, the motion stops sooner. For instance, figure 11 shows the limiting domino number against width for a particular set of dominoes. (e.g. if width is between 3.21 cm to 4.01 cm, the motion will stop in the 3rd domino)
Conclusion

The theory has been several times modified to present the best model. The program works as well in every arrangement and height functions of dominoes and reports all parameters including transfer rate, energies, collision times and etc. In this paper, there was more attention on the effect of height increase rate. The simulation program is capable of recognizing any motion failure and limitations.
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Introduction

A glass is filled with liquid and held with hand. If looked from above at the inner walls of the glass, sometimes the only thing visible through the walls is a very bright and clear image of patterns on fingertips. In this paper, this interesting phenomenon was studied and explained. \footnote{1} The secret of such bright and clear image of a fingerprint lies in finger’s relief structure. Fingers do not have smooth, even surface – they consist of ridges and grooves (fig.1). Grooves have the order of magnitude \(10^{-4}\) m, which is much greater than the wavelength of light (\(10^{-7}\) m) \color{cyan}\footnote{2}. Therefore, when pressing the glass with fingers, we only touch the glass with our ridges, while the gaps between grooves and glass are filled with air. The simplified model was made using small pieces of paper glued with adhesive tape (fig.2). Adhesive tape had the role of ridges (due to big adhesion with the surface) and the paper had the role of grooves (smaller adhesion \(\rightarrow\) less attached to the glass). When seeing fingerprints, on this model only adhesive tape can be observed (fig.3a). If we see the whole finger, not just the fingerprint pattern, on this model we see both adhesive tape and the paper (fig.3b). The model was used for easier measurements and parametrization of the problem.

There is a critical angle that separates two different images. For smaller angles, we see blurred image of a whole finger and its surrounding. For greater angles, only clear image of a fingerprint can be observed. The existence of a critical angle related this phenomenon to total reflection, which became our main idea in explaining it. Another two properties of light were important: refraction of light and optical tunneling. The phenomenon of optical tunneling distinguishes the ridges and the grooves of a fingerprint, since they do not affect the light in the same way. It was also investigated.
how the image and its intensity changes over some angle interval around the critical angle.

Two main questions were studied in this paper: Why nothing outside the glass is visible? And why such clear image of a fingerprint is visible? The main goal of this paper was to answer these questions and to give a good understanding of the phenomenon.

**Theory**

If a light ray comes outside of the glass, it can be totally reflected from the surface of the liquid, which means it will not get to the observer’s eye (fig.4). We used Snell’s law \( n_i \sin \alpha_i = n_t \sin \alpha_t \), where \( i \) stands for “incident”, and \( t \) for “transmitted”) for air-glass and glass-liquid interface and the law of total reflection for liquid-air interface \( \sin \alpha_{CL} = \frac{1}{n_L} \), where \( \alpha_{CL} \) is the critical angle at which total reflection occurs on a liquid-air interface, and \( n_L \) is the index of refraction of liquid. With little trigonometry we obtained the expression \( \sin \alpha_{ic} = \sqrt{n_L^2 - 1} \). Angle \( \alpha_{ic} \) is the critical incident angle at which total reflection occurs. For every incident angle smaller than this one, the light will get totally reflected and the observer will not see the light ray. In this case, since the whole ray is reflected, there is not any energy loss. For angles greater than \( \alpha_{ic} \), light ray will be refracted at the liquid-air interface and will get to the observer’s eye. When the light is refracted and goes to another medium, there is always some percentage of light that gets reflected. Due to conservation of energy, intensity of a light ray that leaves the water will be smaller than the intensity of the incident ray. When we observe the fingerprint pattern, the distance \( d \) between the ridges and the glass is very small, almost negligible (\( d \approx \lambda \), wavelength of light). This causes the phenomenon of optical tunneling.\[3\] [4] [5] Light travels in optically denser medium and reaches less dense medium at the angle greater than the angle of total reflection. In the normal conditions of only two media, the light is totally reflected back to the first medium. But, if the third medium is put very closely to the first two media, (\( d \approx 10^{-7} m \)), the light will not get totally reflected, but will manage to pass to the second and the third medium. This is because, at the end of every medium, an exponentially decayed light wave exists. If there is the third medium put very close, electric and magnetic oscillations will pass to the third medium before they exponentially disappear in the second medium. Light that incidents glass-air interface Fig.5a will not get totally reflected if there is a ridge very close to the glass. In this case light passes through and gets absorbed and scattered by the ridge. It comes to the observer’s eye with smaller intensity, same as the light rays from surrounding behind the glass, explained above. The distance between grooves and the glass is much bigger, thus optical tunneling does not appear because exponential wave in the air decays much before it would reach the groove. Light totally reflects and comes to the observer with the full intensity. Thus, fingerprints are visible if the light incidents the glass-air interface with the angle...
greater than the critical angle for total reflection (for glass \( n_G = 1.5, \sin \alpha_{CG} = \frac{1}{n_G} \to \alpha = 42^\circ \)). By using this law and general Snell’s law \( (n_L \sin \beta = n_G \sin \alpha) \), we can theoretically determine critical observing angle \( \alpha_0: \cos \alpha_0 = \sqrt{n_L^2 - 1} \) (fig. 5a). For every angle greater than \( \alpha_0 \), fingerprint pattern will be observed. We see that the only relevant parameter for the occurrence of this phenomenon is index of refraction of a liquid. With more geometrical approach, we can determine the expression for \( D \), the distance at which the light ray leaves the water:

\[
D = (h - dt \tan \alpha_{CG}) \tan \beta
\]

which is then used for the experimental determination of the observing angle: \( \tan \alpha_0 = \frac{H}{L - D} \) (fig. 5b), where \( H \) is the height of observer’s eye and \( L \) is the observer’s distance from the pattern. By doing measurements it was possible to compare the results with the theoretical expression. The problem with this phenomenon is that it is NOT binary. When light travels between two media of different indices of refraction, both reflection and refraction occur at the interface of the media. The ratio of intensities of reflected and refracted light depends on the incident angle and it can be predicted using Fresnel’s equation [6]:

\[
r = \frac{1}{2} \left( \frac{n_i \cos \theta_i - n_r \cos \theta_r}{n_i \cos \theta_i + n_r \cos \theta_r} \right)^2 + \frac{1}{2} \left( \frac{n_i \cos \theta_i - n_r \cos \theta_r}{n_i \cos \theta_i + n_r \cos \theta_r} \right)^2
\]

\[r - \text{reflectance (ratio of reflected and total light intensity)}\]
\[t - \text{transmittance (ratio of transmitted and total light intensity)}\]
\[i - \text{incident angle, first medium}\]
\[t - \text{transmitted angle, second medium}\]

and \( t = 1 - r \)
From this equation, the angle of total internal reflection can be calculated for any two given media → the reflectance in that case is 1 (all light is reflected). We now see that the critical angle can only be approximately determined, because the intensity of the image (the finger) changes from maximum to minimum value over some interval of angles.

\[
\sin \alpha_{\text{incident}} = \frac{n_L}{n_G} \sqrt{n_G^2 - \cos^2 \alpha_{\text{observing}}}
\]

**Figur 7.** Conexión entre ángulo incidente y ángulo observando

This graph was later compared to experimental results to prove the non-binary shift from the whole finger image to fingerprint image.

**Experiment**

The experiment consisted of a few parts: measuring indices of refraction for 4 liquids (water with different concentrations of sugar), determining critical observing angle, and determining the intensity of light for different observing angles.

Indices of refraction were determined using a semi-circular vessel in which the liquid was put. With three needles one light ray was defined, and by measuring the incident and transmitted angle, one could determine the index of refraction.

For determining critical observing angle, experimental setup was made. Rectangular vessel with water had one glass side for observing the patterns. This setup was observed through “windows” which enabled us to control the height of observing. For every height, the distance from the pattern was determined (for critical observing angle). From the height-distance graph, observing angle was determined. This was done for
every measured index and compared to the theoretical result. To show experimentally that the phenomenon was not binary, a photo of an image was taken and analyzed in a computer program. The graph showing the intensity of light in dependence on the depth of observed image was obtained. Dependence of depth on the observing angle can easily be derived using a little geometry and trigonometry → by transforming depth axis to observing angle axis, we got the graph that was compared to theoretical graph that we got using Fresnel's equations.

Results

4 indices of refraction were determined. For every index, the critical angle was determined experimentally and then compared to the theoretical value.

<table>
<thead>
<tr>
<th>Indices of refraction</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>$1.310 \pm 0.020$ (pure water)</td>
</tr>
<tr>
<td>$n_2$</td>
<td>$1.340 \pm 0.010$</td>
</tr>
<tr>
<td>$n_3$</td>
<td>$1.346 \pm 0.014$</td>
</tr>
<tr>
<td>$n_4$</td>
<td>$1.350 \pm 0.030$</td>
</tr>
</tbody>
</table>

From the first graph we obtained critical angle as a slope of the graph. For $n_1=1.31$ the theoretical value of critical observing angle is 32°, while measurements give the value of 35°. The agreement is satisfactory. On the second graph we can see the relation between critical angle (little transformed expression) and the index of refraction. From theory, we expected the slope to be 1, but we got the experimental slope 1.3.

Intensity measurement was done for a bigger piece of paper – that way we could observe the effect for different angles at the same time and compare how transmittance changed with depth→observing angle.
We got the intensity in dependance on depth of the pattern. By transforming the depth into observing angle, the graph was obtained that could be compared to theoretical graph. We got the dependance of intensity (transmittance) on the observing angle. We can see that the phenomenon really is not binary and that intensity change from the whole finger to only fingerprint pattern happens in interval of 3°. These 3° goes into our estimated error in determining critical angle. That is why, although transmittivity change exists, we can not actually perceive it with our own eye successfully and for us the phenomenon seems binary, although it is not.

**Conclusion**

In this paper the phenomenon of clear image of fingerprints on a glass of water was studied and explained. The main reasons for this effect to occur are total reflection and optical tunneling. When the angle is greater than the critical angle of total reflection, on the ridges light will tunnel and be absorbed and then scattered by the finger surface. This we see as light with lower intensity and in skin colour. On the grooves, light will only get totally reflected and will come to the observer with the whole intensity. That we do not see as skin colour, but as the reflected light from the bottom of the glass (from the light’s direction). Nothing outside of the glass is visible because of total internal reflection on the water surface. The light that manage to pass through and get to the observer’s eye has a very low intensity due to lots of refractions and energy losses. The phenomenon was described using formulas which were then validate by experimental measurements. The error exists, but it is not big and experimental results can be compared to theoretical predictions. The change in image intensity was also studied and it was shown that transmittance of the light from outside of the glass (from the finger) changes from maximum to minimum value over a few degrees near the critical angle.
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Abstract

A levitating spinner system is a toy consisted of a spinning magnetic top which levitates above a magnetic base for several minutes without being in touch with an external object. In the present paper the authors have developed a numerical solution which is able to fully simulate the motion of the top according to the basic principles. The magnets have been modeled as electric current loops. Next, physical experiments have been developed in terms of magnetic field, force and top’s motion. Image processing has been made to get quantitative data of the motion of the top. Based on the acceptable agreement between the experiments and numerical results, the simulation program is used to demonstrate all the limitations of the levitating systems.

Introduction

The Levitron™ is a toy consisted of a magnetic spinning top and a magnetic base (usually a tube or box magnet). The equilibrium of the system in the vertical direction is a result of the equality of the weight and magnetic force in opposite directions. According to Earnshaw’s theorem of 1842 [1], the stability of such a system cannot be explained if the rotation axis of the top remains vertical. The stability against the flipping and direction change of the top is a result of the top’s rotation as a gyroscopic motion; however position stability in the vertical and horizontal directions cannot be obtained easily. As proposed by Simon et al.[2], this stability must be a result of the orientation changes of the top, so this phenomenon must be investigated dynamically. As reported by the manufacturers[3], there is a very precise and narrow range of top’s mass and base dimensions to cause the stable motion. We will investigate the effect of the mass, the upper and lower spin limits and initial perturbations in radial and vertical directions. Our experiments and investigation was based on Levitron® Platinum Prowhich’s properties could be found at [3].

Force Evaluation

There are two magnets present in this system and we must be able to find the force and torques that they exert to each other. The magnets were modeled as electric current loops. Every small length of one current causes a magnetic field on every point on the other magnet as mentioned by the Biot-Savart law:

\[ \overrightarrow{B} = \frac{\mu_0}{4\pi} \int i \frac{d\overrightarrow{l} \times \overrightarrow{r}}{|\overrightarrow{r}|^3} \] (1)
Integrating all the fields caused by every small length on the bottom magnet, the magnetic field on every top magnet’s points would be computed. Now at the top magnet, since there is a current in the presence of the magnetic field, magnetic force occurs, known as the Lorenz Force:

$$\vec{F} = \int i' \vec{dl}' \times \vec{B}$$  \hspace{1cm} (2)

A single current loop simulates a simple cylindrical magnet. To simulate a Tube magnet, we assumed it to be two current loops in each other one with a smaller radius; cancelling the magnetization of the inner area; the outer loop causes a positive magnetization in the entire area, while the inner loop cancels the magnetization with the same current but opposite direction. The radios of the outer and inner loops were physically measured to 12 cm and 9 cm respectively. These current loops should be considered to be distributed in the width of the tube, therefore \( n = 10 \) current loops were assumed to get precise results (Figure 1).

A C++ program was developed to do the calculations. The input parameters were \( r_i \) and \( r_o \), the inner and outer radius of the bottom magnet, \( d \) the thickness of the bottom magnet, \( r_t \) and \( d_t \) the radius and thickness of the top magnet; \( \vec{r} \) vector and orientation vector; parameters describing the position and orientation of the top magnet despite the bottom magnet. \( I \), the current intensity was also given to the program as a parameter that describes the magnet strength and was to be calibrated later in experiments.

Next numerical force evaluation was confirmed experimentally. Orientation of the magnetic field was measured experimentally using a needle compass and compared to numerical results (Figure 2) in 13 different points which showed an acceptable match (Figure 3a). Next, to measure the magnetic force in different heights, a scale with the precession of 0.001g was used. The base magnet was put on the scale, the top magnet was positioned in several distances \( (d) \) in the symmetric axis, and the force on the scale illustrated the magnetic force. This experiment also showed a good match (Figure 3b).
Stability

As a result of the previous section, we had a function that could output the forces and momentum on the spinning top based on its position and orientation. The top’s height must be justified to equalize the magnetic repulsion and weight. As it is illustrated by figure 5a, there are two possible points in vertical plane allowing the equilibrium. As figure 5b shows, equilibrium exists in radial direction in all heights. But equilibrium is not enough, the stability must also be considered. It must be satisfied that after when the conditions defer than the equilibrium condition, the top gets back to equilibrium point (i.e. the partial deviation of force despite displacement must be negative in every direction).

The force simulation results showed that in the case when the top’s orientation remains vertical, the stability cannot exist in both directions (This could be proven analytically as well[2]). In the case when the top is free to orient itself parallel to the field lines in its location, there will appear a small range of height where stability occurs in both directions (Figures 5c and 5d). The equilibrium condition relates the height of levitation to the top mass. Considering this point, the mass range in which levitation is possible is calculated in every levitating system. This range happens to be 20.3g to 21.1 g for our set of magnets.
Figure 5: a) Force in vertical direction; equality of magnetic force and weight in two points b) Force in horizontal direction; Equilibrium at different heights c) Partial derivatives of force in vertical and radial direction; the dashed box is zoomed next graph d) Small range of stability e) Motion in vertical direction experiment; high agreement between video analyzed data and simulation program f) Multiplication spin frequency and precession frequency versus time; constant line confirming theory
Simulation Program

To get more information about the levitation and find out the dynamic conditions in which levitation is possible, the motion of the spinning top was to be fully simulated. The governing equations include the equations of linear motion and an equation regarding the angular momentum and torque:

\[
\frac{dv}{dt} = \ddot{v} \tag{3}
\]
\[
m \frac{d\ddot{v}}{dt} = F \tag{4}
\]
\[
\frac{dL}{dt} = \tau \tag{5}
\]

We assumed the top to have a high enough angular velocity so that the orientation of the angular momentum is the same as the orientation of the magnetic moment. We used the second order Runge-Kutta numerical method to solve the equations above. The simulations need the angular velocity and initial conditions as inputs, as well as all the parameters needed to find the force and torque.

Discussion

The motion could be analyzed in vertical and horizontal plane.

A) Vertical Plane: The top is in a stable equilibrium in vertical direction. Therefore a small perturbation in that direction leads to an oscillation. The oscillation is obvious in simulation program motion graphs (Figure 6a). To experiment this motion physically, high speed videos of 1000 Frames per Second were recorded. An image processing program was developed using MATLAB®, which could convert these motion videos to graphs (Figure 4). The results did show a great agreement between the theory and experiments, assuring that the numerical theory is functioning correct (Figure 5e). This oscillation happens only if the initial perturbation in vertical direction is less than a critical amount (Figure 6c). This shows the maximum initial velocity for the motion. For our set of magnets, the amount of critical initial velocity was found to be \( \dot{z} = 8.5 \text{ mm/s} \).

B) Horizontal Plane: The top gains a precession spin in addition to its spin frequency which is a result of gyroscopic action. The results of the numerical simulation also illustrate this motion (Figure 6b). Simulation program results also suggest that precession frequency is inversely proportional to the spin frequency. This was checked experimentally using high speed videos, again showing a good match between the theory and the experiments (Figure 5f).

It was observed that the top would have a curved motion back to the initial position when gained a velocity in the radial direction. If this initial velocity is more than a critical amount, the top will be thrown away (Figure 6g). The amount of critical initial velocity was found to be \( \dot{r} = 12 \text{ mm/s} \) using the simulation program.
While the increase of the angular velocity causes more stability against flipping, the axis of the top becomes too rigid; where the top cannot orient quickly enough with the field lines. This leads to an upper spin limit for the top which is $\omega_{\text{upper}} = 311 \text{ Rad/s}$ for our system (Figures 6d, 6e and 6f). If the top is spun too slowly, then the top becomes unstable against rotations. The top will then flip over and will be pulled quickly to the base. This is the instability that is well known from classical top physics. This amount was found experimentally using a tachometer detecting one point on the top. For our levitating system, it was $\omega_{\text{lower}} = 118 \pm 5 \text{ Rad/s}$.

**Conclusion**

The theory and modeling of the magnets was applied to a simulation program to demonstrate the motion of the top. The simulation, works as well, in every other shapes and dimensions of magnets to calculate the motion of the top as a function of time. Using this program, the optimum dimensions of magnets to provide greater levitation heights or higher stability, could be found to design better levitating spinner systems.
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**Figure 6:** a) Oscillatory motion in vertical plane b) Curved returning motion in horizontal plane c) Out of range initial vertical velocity 10 mm/s; the top is pulled to the base d) Returning curve in spin frequency 180 Rad/s e) Returning Curve in spin frequency 280 Rad/s; bigger curves in comparison with previous graph f) Out of range spin frequency 330 Rad/s; passing the upper spin limit g) Out of range initial radial velocity 15 mm/s; the top is thrown away
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Introduction

Determining efficiency of a light bulb is a very useful task, since light bulb is a very present and widely used object in everyday life. This was our task in this year’s IYPT problem – the goal was to determine the ratio between the thermal energy and the light energy emitted from a small electric bulb depending on the voltage applied to the bulb. Our first and main plan was to distinguish useful part of emitted energy (light) from the energy losses (heat).

We approached this problem in two different ways. First, calorimetric method was used to experimentally separate light and thermal energy and to determine the ratio. Besides this method, theoretical method was proposed and developed, by using Planck’s law of radiation and approximating the light bulb as a grey body.

The light bulb

The light bulb filament is a resistor. Electrical current causes heating. When heated to the temperatures high enough, the filament emits light. The law of conservation of energy for a light bulb is: electrical energy $\rightarrow$ thermal energy + light. The energy is transferred in three ways: conduction, convection and radiation (fig.1) [1]. Conduction is heat transfer by direct contact (wires, glass). Convection is heat transfer by gases, caused by buoyancy (warmer gas is lighter and thus moves upwards, transferring the energy). By conduction and convection, the electrical energy is converted to thermal energy. Since the main purpose of a light bulb is producing light, conduction and convection are the causes of energy loss. The third way of energy transfer is radiation. All bodies with temperature $T > 0K$ emit continuous electromagnetic spectrum. They radiate waves of all wavelengths, which means ultraviolet, visible, infrared, microwaves...

Planck’s law explains the radiation and gives a connection between intensity of emitted light and the wavelengths, for a given temperature (fig.2). On higher temperatures, the
total intensity is higher. A little part of the spectrum (390 – 750 nm) is visible. Human eye can only detect light at higher temperatures (because of the greater intensity). This is why the light bulb is heated in the first place – for the light to be detected. We defined efficiency of a light bulb as a ratio between visible energy (useful) and electrical energy (total) \( \eta = \frac{P_{\text{visible}}}{P_{\text{total}}} \).

**Calorimetry method**

The idea of this experiment was to separate infrared and visible part of the spectrum. The bulb mostly radiates in the infrared part of the spectrum, which means that the most of its radiation energy goes to thermal energy. Separating the little part of light energy may seem as a difficult task. For this purpose, a very precise experimental setup was made to detect the light. The most famous and the most affordable visible light filter is water. It has a very high absorbance factor for all the spectrum, except for that little part of visible light [2] (fig.3). The only flaw of this filter is that it does not absorb the radiation 300 – 900 nm. This interval is a little greater than the interval of visible light, so a little amount of infrared and ultraviolet radiation is not absorbed, which caused small error in experiment. But, the results were still valid since they were comparable with the already obtained values (from the literature).

The light bulb was put in the glass vessel with water and turned on. Due to water absorbance factor for each wavelength, only visible light passed through the vessel (fig.4a). The rest of the spectrum stayed in the vessel and heated the water. The water temperature was measured with the precision of \( 10^{-4} \)K. Graph showing the change of temperature in time was obtained (graph 1). The measurement was repeated, but this time carbon was put inside the water, which made it black, not transparent for visible light (fig.4b). All the energy produced by the light bulb stayed in the water and heated it.

We obtained another temperature-time graph. By comparing heating rates we
measured the ratio between visible and total energy (efficiency of a light bulb). Power heating the water in the first case: $P_1 = UI - P_{\text{500-900nm}} = C\left(\frac{dT}{dt}\right)_1 = C_a$. Power heating the water in the second case: $P_2 = UI = C\left(\frac{dT}{\sqrt{dt}}\right)_2 = C_a'$. Here $C$ is heat capacity of the system, and $a, a'$ are heating rates – slopes in $T$-$t$ diagrams. Efficiency of a light bulb is

$$\eta = \frac{P_{\text{500-900nm}}}{UI} = 1 - \frac{a}{a'}.$$  

- Graph 1. Temperature-time dependance

Black body method

Light bulb was considered a grey body. It behaves as a non ideal black body – it radiates electromagnetic spectrum with the intensity dependant on temperature, but with emissivity factor $\varepsilon$ (constant over all wavelengths and temperatures). Stefan-Boltzman law: $\sigma S \varepsilon T^4 = P_{\text{visible}} + P_{\text{IR}}$ where $S$ is the surface of the body, and $T$ its temperature (here we neglected all the other parts of the spectrum, ultraviolet, microwaves… because these energies are much smaller than in infrared and visible spectrum). If we relate this law to law of conservation of energy, we can derive the ratio $\frac{P_{\text{IR}}}{P_{\text{V}}}$ as a function of temperature, i.e. $\frac{P_{\text{IR}}}{P_{\text{V}}} = f(T)$. The final formula is $\eta = \frac{\sigma S \varepsilon T^4}{UI\left(\frac{P_{\text{IR}}}{P_{\text{V}}} + 1\right)}$.

Thus, for calculating the efficiency we need to know the temperature of a filament as a function of voltage, value of $\sigma S \varepsilon$ constant and ratio of powers $P_{\text{IR}}/P_{\text{V}}$ as a function of voltage.

From the literature, we knew the connection between filament resistivity and temperature [4]. Measuring $U$-$I$ characteristics of a bulb, we determined resistance (in dependence on voltage). By knowing the resistance at the room temperature, with little transformations we got final graph showing the dependence of temperature of a filament on a voltage applied (graph 2).
We rewrite the law of conservation of energy: \( UI = a(T - T_0) + \sigma S \varepsilon(T^4 - T_0^4) \), where the first member is due to conduction and convection, and the second is from radiation. We can write this as \( \frac{UI}{T^4 - T_0^4} = \frac{a(T - T_0)}{T^4 - T_0^4} + \sigma S \varepsilon \). It is obvious that for \( T \gg T_0 \) value \( UI/T \) equals \( \sigma S \varepsilon \). From this graph the constant \( \sigma S \varepsilon \) was determined (graph 3) [5].

The program was created in C programming language to determine the ratio \( P_{IR}/P_v \) as a function of temperature. In this program the only input was the temperature. The program then plotted Planck's curve and numerically integrated the visible part of the spectrum (the limits were 300 – 900 nm) and then the ratio of visible and total energy was calculated. This result was compared with the result obtained in the calorimetry method.

**Final results**

By calorimetry method, efficiency of light bulb (ratio \( P_{IR}/P_v \)) was determined for 4 different voltages. Using black body method, we got theoretical predictions for a light bulb for a greater interval of voltages. The results were put on the same graph to compare the methods. In the experimental setup, light of wavelengths 300 – 900 nm was considered visible light (because water did not absorb that part of the spectrum and we were able to separate it from the rest of the spectrum). In our theoretical calculation, limits were the same, because the goal was to compare these two methods for their validation.

From the graph it can be seen that both methods have similar results (graph 4). Theoretical prediction for 300 – 900 nm limits matches the experimental results. Although in our limits we took 300 – 900 nm instead of a smaller interval of visible part of the spectrum, from this results we see that the theory is valid, which means that it can be used to determine the real efficiency of a light bulb (limits 390 - 750 nm). Finally, since the initial task was to determine the ratio between the thermal energy and the light energy, that is what we did in our last graph (graph 5). The efficiency was
defined as \( \eta = \frac{P_V}{UI} = \frac{P_V}{P_V + P_{IR}} \). Transformations of the expression lead to formula
\[
\frac{P_{IR}}{P_V} = \eta - 1.
\]

\[\text{Graph 4. Efficiency – voltage dependance}\]

\[\text{Graph 5. Ratio } \frac{P_{IR}}{P_V} \text{ – voltage dependance (real light limits)}\]

Conclusion

In this paper the efficiency of a light bulb was studied and determined. Two methods were proposed. We experimentally determined efficiency using calorimetry method. In this experiment we assumed that the visible part of the electromagnetic spectrum was 300 – 900 nm, because these are the limits in which water does not absorb the radiation. This property of water was used to separate the light energy from the thermal energy. The results were then compared with the expected results that we got using our theoretical method. In this method we created a program that calculated \( \frac{P_{IR}}{P_V} \) ratio for each temperature, in wanted limits. For limits 300 – 900 nm, the theoretical results were compared with our experimental values. Two approaches showed a good agreement. Once we confirmed our theoretical method, we changed the limits in the program to 390 – 750 nm and obtained the final results and the dependance of the ratio of the thermal and visible energy on voltage applied to the bulb.
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Abstract

The present paper is a theoretical and experimental investigation on the efficiency of incandescent light as a function of applied voltage. Theoretically, radiation is modeled in means of the Planck function, and heat is modeled considering convection and conduction. Experimentally, the luminous power is measured using an Integral Sphere, where luminous efficiency is considered, to estimate the radiation. Heat flux is measured in means of the changes of surrounding water temperature in the designed setup. The precise agreement between the theoretical predictions and experimental results proves the theory, which leads to a final conclusion on the efficiency of the bulb as a function of applied voltage.

Introduction

An incandescent light bulb is consisted of three main parts; tungsten filament, inert gas and glass mount. When electric current passes through the filament, it raises the temperature. This heated filament emits energy in two ways; one is Electromagnetic radiation and the other is heat flux. In the steady state, where the temperature of all the parts remains constant, all the given electrical power transforms into these two kinds.

\[ P = IV = P(\text{rad}) + P(\text{heat}) \]  (1)

Heat flux happens in two levels. First is the convection in the inert gas, transferring the heat energy from the filament to the inner layer of the glass mount. Second is the conduction in the glass surface.

Electromagnetic radiation is either in the visible and invisible spectrum. However, only the visible part is used for illumination. In addition, illumination of different wavelengths in the visible spectrum is also different. This difference is described in means of luminosity function. This function, demonstrates a coefficient between zero and one for every wavelength, describing the sensitivity of human eye to the specific wavelength.

Efficiency is normally defined as the ratio between efficient work and given energy. For lamps, which are aimed for illumination, the efficiency could be defined more precisely. In this research, it is defined as the ratio between the energy of the part of the radiation that is used for illumination and all the given electrical power.

\[ Ra = \frac{P_{\text{illumination}}}{P_{\text{total}}} \]  (2)

Theory

- Heat Flux
Since the heat transfer is a sum of the transfers by convection and conduction, and both convection and conduction have an energy transfer rate proportional to the temperature difference, the total energy transfer is proportional to the differences of temperature of the filament surface and the temperature of the environment far from the light bulb. The coefficient must be determined experimentally.

\[ P(\text{heat}) = K(T - T_{\text{out}}) \] (3)

- **Electromagnetic Radiation**

The tungsten filament could be considered as a twisted cylinder, similar to a spring. Assuming \( R \) as the radius and \( L \) as the length of this cylinder, all the radiation power is found using Stephen-Boltzmann law for a gray body.

\[ P(\text{rad}) = (2\pi RL)\varepsilon \sigma T^4 = cT^4 \] (4)

\( \varepsilon \) is the emissivity of the material and \( c \) would be determined experimentally.

Some part of this electromagnetic radiation is visible and the other part is invisible. Using Planck Function, power of each of the wavelengths could be found. Planck’s law describes the energy emitted at a certain wavelength for different temperatures:

\[ J(\lambda, T) = \frac{2hc^2}{\lambda^5} \frac{1}{\exp\left(\frac{hc}{\lambda kT}\right) - 1} \] (5)

Human eye does not respond equally to different wavelengths. This means that illuminations of different wavelengths are different. Luminosity Function describes the average visual sensitivity of the human eye to light of different wavelengths. This function attributes a coefficient between 0 and 1 for each of the wavelengths in visible spectrum. The amount of this coefficient is absolutely zero for wavelengths in invisible spectrum.

Considering the Luminosity Function, Luminous Efficiency could be defined. This describes the ratio between the amount of electromagnetic radiation which is used for illumination (considering the coefficient of luminosity function) and all the electromagnetic radiation.

Luminous Efficiency:\[ = \frac{\text{Illuminating Radiation}}{\text{Electromagnetic Radiation}} = \frac{\int_{\lambda=0}^{\infty} J(\lambda, T) y(\lambda) d\lambda}{\int_{\lambda=0}^{\infty} J(\lambda, T) d\lambda} \] (6)

In which, \( J(\lambda, T) \) is Planck Function and \( y(\lambda) \) is Luminosity Function.

The calculation of this amount was done using a C++ numerical solution program. This program integrated the terms above to calculate the luminous efficiency using the luminosity function and plank functions.
Luminous Efficiency is found as a function of filament temperature. In case there exists a relation between Voltage and temperature of the filament, the illuminating part of all the given energy could be found (Equation 1).

The amount of special resistivity of tungsten was found using a material Handbook. Measuring the resistivity of our lamp in 300 K, (Bulb is switched off) the resistivity is found as a function of temperature.

\[ R(T) = R_0 \left( \frac{T}{T_0} \right)^{1.2048} \]  \hspace{1cm} (7)

Where \( T = 1 \)K leads to \( R = 0.0692 \)Ω.

Finally, using equation (1) and the resistance function, the equation relating voltage and temperature is found:

\[ \frac{\sqrt{V}}{R(T)} = cT^4 + K(T - Tout) \]  \hspace{1cm} (8)

Conducting two different Heat and illumination experiments temperature is found in means of Voltage. Therefore, heat and radiation are calculated as a function of Voltage. This results in calculation of efficiency as a function of voltage.

**Experiments**

Two experiments have been done in order to verify the theory and measure the constants; Heat Experiment and Illumination Experiment.

- **Heat Experiment**

Initially, the temperature of the filament at each voltage is measured in means of the resistance of the filament. The resistance is calculated knowing the current pass and voltage, and resistance as a function of temperature has already been explored. According to equation (3), theory has predicted that heat flux power is proportional to the temperature difference between the filament and outside air far from the lamp. In these series of experiments, heat flux is measured for difference temperatures and result shows that these amounts are in a linear trend. General idea is to warm up some amount of water using the sample lamp.

![Figure 3: Filament Resistance; Calculated using the resistivity of tungsten and resistance at 300K](image)
A two-layered box was made using Plexiglas. A 20x20 cm cubic square was placed in a 25x25 cm one and there was air in between. Lamp, digital thermometer were placed in water. When the lamp is switched on, chronometer starts. The difference of temperature of water with its initial temperature is plotted vs. time. Using the data, the heat constant of the theory was found:

\[ K = 1.2 \pm 0.2 \text{ mW/K} \] (9)

To minimize the heat loss from the container to the environment, in addition to using a two-layered container, the experiments were conducted in a range of 20° difference in temperature. Also the leakage of heat from the box was measured by doing another experiment; turning off the bulb and plotting temperature of water vs. time while it is decreasing. Using the gradient of the mentioned graph, the heat loss was calculated and added to the main graphs. The water may absorb some of the radiation, and show it as heat as an error. Using the Beer-Lambert law, using the absorption coefficients for water, glass and Plexiglas less than 5% of the radiation will be reported as heat in the experiments.

- **Illumination Experiment**

The luminous flux of a lamp could be measured using Integral Sphere. This instrument measures the amount of luminous flux. The given relation for the amount that integral sphere measures follow:

\[ \text{Luminous Flux} = F = 683.002 \frac{\text{lm}}{\text{W}} \int_0^\infty y(\lambda)j(\lambda) \text{d}\lambda \] (10)

Using relation (6) and this equation, radiation power is found as a function of temperature of filament. The radiation power vs. T4 was plotted. This graph was linear that shows that our theory and special resistivity are precise. The amount of c was found using this graph:

\[ c = 1.15 \pm 0.02 \times 10^{-12} \text{ W/K}^4 \] (11)

**Results and discussion**
Having the amounts of C and K from the experiments, equation (8) was solved numerically to obtain the temperature as a function of voltage. Having the temperature, all the other parameters could be found and results were compared with the theory. The theoretical predictions match the experimental results very well in various cases, confirming the basic theoretical assumptions and the numerical method validity. So we were allowed to use the numerical solution to describe the efficiency of the light bulb in different voltages. As it is shown in figure 10, the efficiency increases when voltage increases. This increasing has two major reasons as discussed: with voltage increase, the total radiation power increases as in figure 8, and more important, with the increasing voltage, the temperature of the filament increases (as in figure 9) causing the luminous efficiency to increase (figure 2). This means that in higher voltages, a greater part of the electromagnetic radiation is consisted of the visible light.

**Figure 7:** Theory-Experiment comparison, Total Power as a function of voltage

**Figure 8:** Theory-Experiment comparison, Radiation Percentage

**Figure 9:** Theory-Experiment comparison, Filament temperature as a function of Voltage

**Figure 10:** The final result, percentage of the visible power to the total power as a function of voltage
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Introduction

An incandescent light bulb in the most known form was invented at the end of 1870s. The line production of such bulbs with tungsten filament has begun in 1906. That means the different properties of light bulbs have already been thoroughly investigated, and a humble school research can’t possibly add something to existing knowledge. Despite that, the major part of it wasn’t based on any prepared and structured plan and that may add a note of individuality into the whole work performed.

My research was based on the problem statement which was formulated as follows: What is the ratio between the thermal energy and light energy emitted from a small electric bulb depending on the voltage applied to a bulb? First of all I needed to analyze rough plan of demanded work. It’s said that the we’re to measure light energy and thermal energy. So, I had to figure out how to do it and what devices I would use. The research was planned to consist firstly of experimental part where all needed parameters would be measured. And the next step had to be the theoretical model of phenomenon resulting in some quantitative estimation, which in turn had to be compared to experimental results.

Analysis

For a moment imagine a usual light bulb with rated power about 60W for the voltage 220V. It glows dimly when there’re some troubles with the electricity in your room and voltage is lower than rated (That is quite an often thing to happen in many countries particularly in Russia). And if the voltage is about for instance 40V, the bulb doesn’t glow at all; at least, we can’t see it. In the meantime the current passes through a filament and warms it. Thus it was assumed: while the voltage rises, the required ratio does it too.

Most of the people relate energy and radiation with either light or radioactivity, as they are familiar to everybody. However only a few can also relate the heat with the energy radiated from all the bodies. The same is right for the bulb. The whole radiation is represented by infinite wavelength spectrum, only small part of which is perceived by human eye. Let’s define light energy as the energy of radiation in range from 400 to 800 nm. In the meanwhile the heat is perceived from the entire spectrum. So let’s presumably define demanded light and heat ratio as the ratio between light energy and full energy, which is defined

Figure 1. The illustrative diagram of spectral sensitivity. The eye characteristic is shown as filled area; The characteristic of used luxmeter is shown as red line.
as $P=U\cdot I$.

It was decided to use luxmeter to perform raw measurements of luminosity of light bulb. This decision was based on the relatively easy way to get the device, as contrasted to bolometer. Besides, the characteristics of the luxmeter and biological sources have shown that the curve of spectral sensitivity of light (Fig.1) is almost the same for both luxmeter and human eye (the "light" term applied to a bulb means light that people can perceive).

**Experiment**

Definetely, the most interesting part of research is the practice of experiment. As mentioned before, a luxmeter was used to measure luminosity. Two bulbs were investigated – one of rated 0.125W power for the pocket torch, and the other one usual 60W 220V bulb. As we saw later, the first bulb gave results which could be called chaotic, so it’s decided to concentrate on the standard one. An autotransformer with output voltage 0..250V was used as power supply. We also cut a reference resistor in a circuit in order to measure current strength indirectly. The sensor of luxmeter was set at a known distance from the bulb. It was totally about 20 series of measurements performed each including 10 readings and each with different power applied. Those samples of luminosity were to be derived into the power samples. First approximation performed was to consider light bulb as point light source, however it was got over later. A luminosity is defined as luminous flux per square of area being illuminated. The flux is luminous intensity in the solid angle. As we consider that bulb emits flux all around itself, we finally represent luminous intensity as $1/683$ of luminous power and get to the derivation below:

$$E = \frac{\Phi}{S} = \frac{I\Omega}{S} = \frac{1}{683} \frac{P}{S};$$

$$P_{\text{light}} = \frac{E}{683} \cdot 4\pi l^2$$

where $E$ is illumination and $L$ is a distance between a bulb and luxmeter sensor. Thus we get desired result in Watts.

The problem with point source approximation was solved as follows: different positions of bulb relative to sensor (Fig.2) were considered and comparative results are illustrated on a chart. A result with the greatest amount was chosen for further investigation.

![Chart](image.png)

**Figure 2.** The ratio between light energy and full energy emitted from bulb against voltage applied for different bulb orientations.
However usually bulb is down-oriented as we see it in any room, and respective results are very close to the greatest.

On a graph one can see the demanded dependence. It confirms the initial prediction. The ratio rises and dependence is non-linear. For the rated voltage of 220V the ratio is 1.22 per cent. Such a small amount may be explained by the graph (Fig.3) showing the part of light perceived by either human eyes or luxmeter in comparison with full radiation spectrum. As we can see, the “effective” part of radiation is very small comparing with the whole radiation. Now let’s try to create a theoretical model of light emission of the bulb.

Theory

Inherently, the idea is that bulb glows because of the electromagnetic radiation of it. This idea is scientifically based on such definitions as radiant emission $R$, which shows the energy radiated per time per surface area. And when one is considering spectral density of radiant emittance $r$ (dependant on temperature and either wavelength or frequency), the part of radiation represented at the given wavelength is shown.

Our theoretical model bases on the grey-body model. One should also add a few words about blackbody model itself. Any body absorbs the radiation and emits it simultaneously, however efficiency of both absorption and radiation strongly depends on the color of the body and other parameters. The blackbody has coefficients of 1 for emissivity and absorption ability. Considering the first ability, the respective coefficient is called emissivity. It’s brought into play when it comes to Stefan-Boltzmann’s Law, which defines the dependence between total radiant emission and the temperature of body-radiator: $R=σT^4$. If one consider so called grey body, its emissivity is taken into formula: $R=εσT^4$. However, most of the real bodies are neither black nor grey: their emissivity depends on the temperature and wavelength.

The spectral density of radiant emittance depends on a wavelength under the law revealed by Plank (Fig. 4). It’s also possible to derive Stefan-Boltzmann’s Law as infinite integral from spectral density by wavelength increment. Let’s try to turn to the part of radiation perceived by light. It would be derived as an integral of the same function

![Figure 3](image3.png)

**Figure 3.** The radiant emission perceived by human eye (shown as intensively shaded area), the visible part of radiation (shown as faintly shaded area) and the total radiant emission for a blackbody warmed to 2600K, approximate temperature of bulb.

![Figure 4](image4.png)

**Figure 4.** Diagram plotting Planck’s Law for blackbody of different temperature. Plot: spectral density of radiant emission against a wavelength.
by wavelength increment in a range from 400 to 800 nm. And while dealing with a 
real body of given temperature, the emissivity has also to be accounted:

$$R_{\text{light}} = \int_{400}^{800} r(\lambda, T) \cdot \varepsilon(\lambda, T) \cdot d\lambda$$

In the usual light bulb there’s a wolfram filament. We assumed that it’s emissivity 
characteristics are negligibly different from which are given in physical thesaurus 
“Fizitcheskie velitchiny” \(^{(4)}\). The change of emissivity for “light” radiation within 400 
and 800 nm is negligible (Fig. 5) and is approximately equal to 0.45. This amount 
has been taken into further estimation.

In order to achieve the dependence of \(r_{\lambda,T}\) on the temperature of filament 
we had to find out the temperature. As the only parameter known from experiment was power we had to 
relate it with the temperature. From experiment the power applied and 
the resistance of filament were found and respective dependence was 
plotted and approximated to power function: 

\[ R = 255.87 \cdot P^{0.268} \] 

It’s perfectly known that resistivity of conductors is 
dependant on temperature. From the same thesaurus took we that dependence and 
considered the reversed one also approximated it to power function 

\[ T = 3.1 \cdot 10^8 \cdot r^{0.831} \] 

The next step to perform was to 
derive the resistivity from the given 
resistance. To fulfil that we’d to find 
the length and diameter of coil of 
filament. At first we tried to estimate 
those quantitatives using zoomed photo, but the error was too big, so 
we took the coil itself and managed to strighten it. The diameter found 
was 15µm±2µm and the length was 25.4cm±0.05cm. Thus we could derive both area of cross-section and surfae area which was needed to go turn from radiant emittance of “light” radiation to the light power.

**Finalizing**

It was time to unite all the parts of algorithm which had to be programmed. The first step was to evaluate the resistance from power given, then through a trivial formula it was converted to resistivity of coil, on which the temperature was dependant.Then the temperature was substituted into integral of spectral density of radiant emittance by 400-800nm wavelength. Finally the integral was multiplied by emitting surface area and the light power againts full electric power got as a result. Then there was little derivation to be done: convert the power given into a voltage using resistance for each power value found from the experiment.

After supeimposing the experimental and theoretical plot (Fig.6) we’ve got an intersection,fortunately, right in the point of rated 220V, the ratio for which is 1.22%.
The little mismatch of the whole lines is easy to explain as we neglected error in emissivity and coil sizes estimation.

**Neglections and predictions**

In the very beginning it was mentioned that thermal conductivity is negligible comparing with heating radiation. That can be proved if mention that heat transferred through conductivity depends on the first power of temperature, while radiation depends on the fourth power of it, thus considering high temperatures thermal conductivity may also be neglected.

It’s definitely right that heated filament warms the envelope of bulb too and also warms itself, due to the fact that part of coil surface is directed inside the spiral. But finally all this energy is emitted to the ambience, because thermal equilibrium is to be maintained inside bulb-envelope system. As we can see, bulb doesn’t warming infinitely, so the energy of self-warming and energy of envelope is also radiated outside.

A glass of which the bulb shell is made absorbs some part of radiation. However there’s mostly ultraviolet light which is being filtered, and it almost brings no change to the light perceived. And as for the heat, almost all energy absorbed is then being radiated outside.

As for the kind of the light energy part depending on the voltage here’s an attempt to explain and predict that. Let’s return to the diagram of Planck’s Law and presume that wolfram has infinite melting point. When the voltage is small, the temperature is low and the maximum of emittance goes to the long wavelengths. While the temperature rises so does the portion of visible light, and as expected it reaches its maximum when temperature equals 5600K. As the temperature continues to rise the portion of light slowly decreasing as the maximum radiation point is being displaced to lower wavelengths. Thus considering the basic light/thermal ratio against power either voltage, we’d have got a curve with a maximum of power/voltage matching to a temperature of 5600K. But unfortunately it’s impossible, so we can only hope for such refractory materials to be discovered.
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Abstract

The ultimate goal in this article is to design a device, using one sheet of A4, 80 g/m² paper that takes the longest possible time to fall to the ground from a specific height. A large number of varied devices have been made. These observations, as a starting point, led us to find some of the specifications of the most appropriate device. A general numerical model of a falling rigid paper device was developed in order to optimize the device. The validity of numerical modelling was then verified by precisely capturing the motion of falling devices. Ultimately the ideal device was designed using the predictions of verified numerical model. This article is based on the solution of team of Iran for the 15th problem of IYPT 2011.

Introduction

For us, there is no certainty in finding the best possible device. Because a theoretical method to predict the best possible device is undeniably unreachable as both mediums; air as a fluid and paper as a flexible material are too complicated to be modelled comprehensively and there is an infinite number of totally different devices to be considered. Therefore the most effective method to find an answer for this problem seems to be observation. A large number of observations can lead us to approach to the answer. However this method requires a broad range of varied paper-made devices and a high level of creativity in the matter of designing.

In order to maximize the efficiency of this method, this stage of problem was investigated from different points of view and varied devices were made by different individuals. A great number of diverse paper devices were made during a period of four months. Rotating and non-rotating devices, stable and unstable devices, devices inspired by airplanes, helicopters and even birds were designed. Based on these observations some deductions were made.

In different falling devices, generally two main types of motion were observed: Rotating motion and non-rotating motion. However the rotating motion is not necessarily a rotation about a specific axis, the rotation is usually observed without any primary rotation axis. The motion of devices was classified in three main categories: 1) rotating without a primary axis (e.g. a sheet of paper), 2) rotating with a primary axis (e.g. paper whirligig), 3) non-rotating (e.g. paper airplane)

A statistical analysis of data led us to find our ideal category. This analysis was based on the average time of fall and the variance of time of fall in each category. The result of this analysis is as follows:

- Rotating devices without a primary rotation axis (e.g. a sheet of paper): the variance of time of fall for these devices was considerably high (about 0.5 second in 10
measurements) and average time of fall was usually low (about 2.5 seconds). However in some test cases the time of fall was significantly high. Without any exceptions the reproduction of these numbers was not easily possible. Equivalently the motion of these devices is too unstable to be reliable. Due to the instability and random-like motion of these devices, there is no well-defined time of fall, thus our ideal device is not included in this category.

- Rotating devices with a primary rotation axis (e.g. figure 1): in this category due to the high stability of the motion of devices the variance of time of fall was relatively low (about 0.1 seconds). This stability is because of the large angular momentum, which critically increases the stability of motion. Therefore the time of fall can be defined as the average time of fall.

- Non-rotating devices: in this category the variance of time of fall was relatively low. In most cases, the rotating motion was diminished either because of large amount of rotational inertia or aerodynamic shape (e.g. paper airplane). However the average time of fall was lower compared to rotating devices (about 3 seconds).

Based on this classification, further investigations are specific to rotating devices with primary rotation axis. Two major types of motion were observed: rotation about a horizontal axis and rotation about a vertical axis.

For devices with a horizontal rotation axis a rectangular device was designed (Figure 2). The rotation of this device not only increases the stability of motion, but also critically increases the time of fall. Since the ratio of width and length is the only influential parameter, based on adequate experimental data, optimization is easily possible (Figure 3).

For devices with a vertical rotation axis, a model inspired by helicopters was designed (Figure 1). The blades were firmly attached to a conic shaped center. The whole device could be considered rigid and deformations were negligible.
Since due to the variety of influential parameters, experimental optimization is not easily possible, a comprehensive numerical model was developed in order to optimize this device.

**Theoretical Analysis**

![Figure 4: Declaration of parameters. The upper rectangle is the blade of the helicopter. An infinitesimal element is indicated by two dashed lines. The lower image indicates the parameters related to an infinitesimal element.](image)

In order to simulate the motion of the helicopter, the total force and total torque applied to the helicopter during the descent should be known.

Since the helicopter is rotating, the velocity of each element is determined by this formula:

\[ \vec{V} = \vec{V}_{cm} + \vec{\Omega} \times \vec{R} \]

Air drag force is proportional to the velocity, thus, according to the above formula, the force applied to each part of the helicopter is different. We consider infinitesimal elements along the length of the helicopter and calculate the force and torque applied to that part. By summing up these infinitesimal forces, the total force and total torque applied to the falling and rotating helicopter can be found.

\[ dF_D = \frac{1}{2} C_D \rho (dA) (l^2 \omega^2 + V_z^2) \]
\[ dF_L = \frac{1}{2} C_L \rho (dA) (l^2 \omega^2 + V_z^2) \]
\[ d\tau = dF_D \cos \alpha - dF_L \sin \alpha \]

In formulae (1) and (2), \( C_D \) and \( C_L \) are respectively drag and lift coefficients. For an infinitesimal element indicated in Figure 4, we assume that this coefficient is constant. Drag and lift coefficients are dependent on the angle of attack of the flow. Air is assumed to be stationary in far enough from the device, thus the relative velocity of the flow and infinitesimal element and angle of attack would be:

\[ \vec{V}_{rel} = 0 - \vec{V}_{cm} + \vec{\Omega} \times \vec{R} = V_z \hat{y} - \omega \hat{y} \]
\[ \gamma = \tan^{-1}(\frac{-\omega l}{V_z}) + (\frac{\pi}{2} - \beta) \]

Where \( \beta \) is the angle of blades with horizon, \( V_z \) is velocity of center of mass, and \( \omega \) is angular velocity of the helicopter (Figure 4).
The total force and torque applied to the helicopter is the integration of infinitesimal forces, according to formulae (1), (2) and (3):

\[ F_z = m a_{\text{vertical}} = n \int_0^L \frac{1}{2} \rho (l^2 \omega^2 + V_z^2) (C_D \sin \alpha + C_L \cos \alpha) (w \cdot dl) - mg \quad (5) \]

\[ \tau_z = I a_{\text{angular}} = n \int_0^L \frac{1}{2} \rho (l^2 \omega^2 + V_z^2) (C_D \cos \alpha - C_L \sin \alpha) (w \cdot dl) \quad (6) \]

Where \( n \) is the number of the blades, \( L \) is the length of the blades, \( \alpha = \frac{\pi}{2} - \tan^{-1}(-\frac{V_z l}{\omega^2}) \) (Figure 4).

\( C_L \) and \( C_D \) are functions of angle of attack (Formula (4)), which is dependant on the radial distance of the element from the center (\( l \) in figure 4). Thus, each infinitesimal element has a different coefficient.

To find the drag and lift coefficients, we simulated the flow motion around a 2D flat plate using the Computational Fluid Dynamics Solver Fluent®. Assuming the reynolds number to be \( \frac{\rho V d}{\mu} \), it would have a maximum amount of about \( 10^5 \), so we shall have a fully turbulent motion around the wings in most of the parts [1]. For this reason, the flow could not be assumed laminar, and we used the K-Epsilon viscousity model in our CFD simulation to model turbulence [2]. We used an unsteady model in which the velocity direction changes slowly with time, covering the range between 0 to 90 degrees with 0.5 degree steps. The changes were made using a user defined function. The time-steps would proceed if all the residuals (including continuity, momentum, k and epsilon) would be less than 0.005. As a result, the amount of drag and lift forces were computed, and were used to find the drag and lift coefficients. (Figure 5)

**Numerical solution**

Formulae (5) and (6) present the main equations of motion. \( C_L \) and \( C_D \) are not analytical functions. But their numerical values are obtained from FLUENT solver, for different angles of attack (Formula 4, Figure 5). A C++ program was developed to calculate the force and torque integration during the descent. Explicit Euler method with the time-step
of $10^{-3}$ seconds was used to simulate the motion (see online supporting material: source code).

**Experiments**

The vertical motion of a falling helicopter was recorded using a high-speed camera in 1000 FPS. Using image processing techniques, the location of the lower point of the helicopter was found in each frame. Velocity as a function of time was then derived from these data and was compared to the prediction of the numerical theory (see online supporting material: processed video of a falling helicopter). In order to minimize the error, ratio of the distance of camera and the height of fall was about 5. The behaviour of velocity vs. time graph presented in figure 8 is predictable. Initially gravity accelerates the helicopter, according to figure 7, the drag force increases until it completely cancels the gravity; this is the maximum point in figure 8. At this point velocity starts to decrease but air drag force (which is proportional to velocity) increases even more. This is because of rotation. Angular velocity is still increasing (Figure 6, torque is positive) and according to figure 7, air drag force increases. Without rotation, velocity wouldn't have had a maximum.
Numerous helicopters were made with different lengths and fixed widths of wings. The time of fall was measured for each device. By increasing the number of measurements the error of each number was minimized. The time of fall as a function of the length of blades was then compared to the prediction of the numerical theory (Figure 9).

**Discussion**

Validity of the theory is approved with the experiments. The motion of a helicopter device with a set of specifications (number of blades, length of the blades, etc.) is completely simulated. The optimal specifications of the helicopter can be easily
identified based on the prediction of the theory. Three diagrams were obtained from the theory in order to optimize the helicopter device. The total area of the A4 paper is fixed, thus:

\[ A = n \cdot w \cdot L = \text{const}. \]

Where \( L \) is the length of the blades, \( W \) is the width of the blades and \( n \) is the number of the blades. These parameters are not independent. If we change one of these parameters, one of the other two must also change.

Figure 10 demonstrates the time of fall as a function of length of the blades. Number of the blades is fixed. Width and length vary.

Figure 11: Time of fall vs. number of the blades. Length is fixed. Width and number of blades vary.

Figure 12: Time of fall vs. angle of blades with horizon. \( \beta \) in figure 4.

Figure 10 demonstrates the time of fall as a function of length of blades. Number of the blades is fixed, therefore by increasing the length, the width of the blades decreases. It is implied by figure 10, that no optimum length for the blades exists. The length of blades should be large enough (more than 23 cm). Designing the helicopter with paper has some limitations. For example the length of the blades cannot be too long. Because the thin blades will loose and they wouldn’t function as wings. But since 25 cm is an optimal length for the blades, and it is easily achievable, this limitation is not an obstacle.
Figure 11 demonstrates the time of fall as a function of number of the blades, the length of the blades is fixed. Number of the blades and width of the blades vary. The time of fall is not highly dependent on the number of the blades. This result is predictable. According to formulae 5 and 6, the force and torque are proportional to $n \cdot w$ which remains unchanged. It is implied that the number of blades is not a determinant.

Figure 12 demonstrates the time of fall as a function of angle of blades with horizon. A maximum amount for the time fall is expected. When angle of blades is zero (they are parallel to the ground), the device will not rotate and time of fall would be low, when angle of blades is 90 degrees (they are perpendicular to the ground), the device will not rotate and reference are is zero and the time of would be low. Thus, between zero and 90 degrees there must a maximum point. Based on these three diagrams, optimal specifications of the helicopter are determined.

<table>
<thead>
<tr>
<th></th>
<th>Length of Blades (L)</th>
<th>Width of Blades (w)</th>
<th>$\theta$</th>
<th>Number of Blades</th>
<th>Time of Fall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>28 cm</td>
<td>7 cm</td>
<td>6 deg.</td>
<td>3</td>
<td>3.95±0.02 s</td>
</tr>
<tr>
<td>Predicted</td>
<td>$24 &lt; A/nL$</td>
<td>$5 \text{ deg.}$</td>
<td>---</td>
<td>---</td>
<td>4.0 s</td>
</tr>
</tbody>
</table>

*Figure 13: Specifications of the optimized helicopter based on diagrams resulted from the theory*

**Conclusion**

The chief task of this investigation is achieved through three stages:

- Making numerous paper-made devices and analysing the results. The method used in this part of investigation was trial and error and it was based on the creativity in the matter of designing. The motion of paper made devices was categorized and the most appropriate category was identified.

- The helicopter device was chosen as the ideal device. In order to maximize the time of fall, a numerical theory was developed to simulate the motion of this device. Drag and lift coefficients, corresponding to infinitesimal elements along the blade of the helicopter were found by simulating the air flow around 2D surface using FLUENT. These coefficients were used to find the total force and torque applied to the helicopter during the descent. This way, the motion of the helicopter was simulated.

- The motion of the helicopter device was tracked using image-processing technique and it was compared with the prediction of the theory. In another experiment, numerous helicopters were made with different lengths of blades. Time of fall of each device was compared to the prediction of the theory. This way the simulation was verified and its reliability was proved. The optimal specifications of the device were identified by the theory and finally it was designed.
According to the results of measurements, both rotating devices can be considered the best device (Figure 14). For the vertical axis device, due to the rotation and high angular momentum, the motion is highly stable compared to other devices, this fact is implied by figure 14. For the horizontal axis device, it may fall within a longer time but due to instability it is not reliable. Both time of fall and variance of time of fall are significant parameters.

**Online supporting materials**

Source code of the simulation program:

Processed video of a falling helicopter:
http://archive.iypt.org/iypt_book/2011_15_Slow_descent_Iran_HA_RMN_Falling_Helicopter_Theory_vs_Experiment.mp4

The red line indicates the predicted location of the helicopter, and the white line indicates the measured location of the helicopter.

Contours of static pressure:

Video resulted from CFD solution regarding the contours of static pressure in different angles of attack.

**References**

International Young Physicists’ Tournament, IYPT, is a research-oriented competition in physics that involves teams of school students from all over the world. The teams work on open-ended, thought-provoking problems and publicly defend their projects before a panel of international experts and competing teams, in special stages called Physics Fights. First launched in 1988, the competition attracts now teams from nearly thirty countries and takes place in a different country each year. (http://www.iypt.org.)

Ariaian Young Innovative Minds Institute, AYIMI, is the representative of the IYPT in Iran and co-host with Amirkabir University of the 24th IYPT held in Tehran in July 2011. This competition among twenty one nations attracted wide media coverage and ended up with South Korea, Austria and Germany winning gold medals. The AYIMI promotes the vision and values of the IYPT, hosts regional and international competitions, and contributes to development of active, project-based physics teaching. (http://www.ayimi.org.)

IYPT Archive is a research project focused on collecting and centralizing the history and bibliography of the IYPT starting from it’s earliest years. The Archive offers a webpage with hundreds of digitized original sources unveiling the details and highlights of the IYPT. Among these materials are problems, solutions, historical articles, names, results, regulations, documents, and manuscripts. The Archive works as a helpful resource to promote the visibility and historical transparency of the IYPT. (http://archive.iypt.org.)